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occurrinq in an extremely non-Boltzmann vibrational distribution. jhe re-
laxation of excited vibrational levels (v < 16) by CO2 and bounds on the
radiative lifetimes for several of the levels are presented.

SFrom a related kinetic analysis, predictions of the efficiency of
creating vibrationally excited CO in these mixtures is discussed in Chapter
3. These predictions are based on modeling of the energy deposition in the
as by the beam and beam growth coupled with the accurately measured non-
uniform field of view of the detector.

Chapters 4 and 5 d2 l with NO fluorescence arising from electron ir-
radiated N /O mixtures. Fluorescence from both 'ands of NO were simuitane-
-Iydetecte using the interferometer with an indium antimonide detector.

As a result, the ratios of the radiative lifetimes of each level have been
determined, and are presented in Q2haprer 4.

" -"4The relaxation of NO in N /O, mixtures is described in Chapter 5.
Relaxation rate constants have been-mcasured for quenching of hO(v-) by \
O. Although the role of atomic quenchers has not been quantified,
supporting studies of O-NO afterglow and com;puter modelinq have permitted a
qualitative understandin i c:.uDaution to tje observed relaxation.

study of the cryoQenic LABCEDE facility is found in Chapter 6. --
This study establishes facility capabilities and reconmends key design goa_-
for system performance irm rovement tc rrmit the determination of ab.%Qlute
intensities and excitation efficiencies of uncontaminated gases. A pre- -j

liminary survey of the emission from N-,, O, and N /0- gas mixtures in the
spectral region 0.6-3.0 i.m has been compieted usin both the interferometer
and a 1/4 meter spectrometer and t'e re i._nnqs arE given in Charter 7.
A variety of gas mixtures were irradiated in search of a strong radiation
in th. -4 region. The results of this survey are presented in Lii.pter
8. Tne magnitude of various nose sources and their effect on the trans-
tormed spectra are discussed in Chapter 9, along with cur findings; al the
effects of interferometer aLiqnment on spectral intensities.

Experimental impre, emnts; a computer cori which was developed to

predict the fractional ru:,ronse ot the system due to field .f vlew non-
uniformities and beam qrcwth: the effects or radiation tra!j; urn. arcgon
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1. INTRODUCTION

This report describes the research efforts of the past three years

which are primarily centered around measurements made on the warm LABCEDE

Facility at the Air Force Geophysics Laboratory. In this apparatus a constant

pressure, continuously flowing gas is irradiated by a pulsed electron beam.

As the electrons pass through the gas mixture, they undergo inelastic colli-

sions with the molecules and deposit energy. The energy lost by the beam goes

into creation of free radicals and excited atomic and molecular states, and a

fraction of that amount is emitted as fluorescence. This emission can be

interpreted in terms of the chemical kinetic mechanisms occurring in the

irradiated gases. Various fundamental quantities can be deduced from the

temporal behavior of the fluorescence including relaxation rate constants,

excitation rates, and radiative lifetimes.

Several of the projects described were undertaken simultaneously, and

frequently provided mutual insight. As an example, Chapters 2 and 3 are con-

cerned with fluorescence arising from beam created CO in irradiated C02/Ar

mixtures. The emission is monitored with a lead selenide detector (through a

Michelson interferometer). In the detector's bandpass the two dominant

sources of radiation observed in these mixtures are the C02 (V2 ) band at 4.3

wm) and the fundamental vibration/rotation band of CO. The CO emission arises

from highly vibrationally excited levels (up to v = 19) occurring in an ex-

tremely non-Boltzmann vibrational distribution. The relaxation of excited

vibrational levels (v ( 16) by CO2 and bounds on the radiative lifetimes for

several of the levels are presented in Chapter 2.1.1

From a related kinetic analysis, predictions of the efficiency of

creating vibrationally excited CO in these mixtures is discussed in Chapter 3.

These predictions are based on modeling of the energy deposition in the gas by

the beam and beam growth coupled with the accurately measured non-uniform

field of view of the detector.

Chapters 4 and 5 deal with NO fluorescence arising from electron ir-

radiated N2/02 mixtures. Although several theoretical predictions of the Ein-

stein coefficients for NO(Lv=1) and (Av=2) exist, there are no experimental



measurements of these quantities for v=2. Fluorescence from both bands of No

were simultaneously detected using the interferometer with an indiun anti-

monide detector. As a result, the ratios of the radiative lifetimes of each

level have been determined, and are presented in Chapter 4.1-2

The relaxation of NO in N2 /92 mixtures is described in Chapter 5. Re-

laxation rate constar~ts have been m-sured for auenchino of NO(v=7) by 02.1.3

4lthough the role of atomic quenchers has not been iuantified, sunnorinq

studies of O-NO afterglow and computer modeling have permitted a qualitative

uni,,rstandino of their contribution to the observed relaxation.

A study of the cryogenic LABCEPE facility is found in Chapter 6. TIis

study establishes facility capabilities and recommends key desin qoals for

system performance improvement to permit the determination of absolute inten-

sities and excitation efficiencies of uncontaminated gases.

A preliminary survey of the emission from N2 ,02, and N2/!O2 aas mix-

tures in the spectral region 0.6-3.0 um has been completed usinq both the in-

terferometer and a 1/4 meter spectrometer. Emission from N2 (B-A) First Posi-

tive, 02 (b-x) and 02 (b-a) bands was observed among others. These findings are

o ven in Chapter 7.

Chapters 8 and 9 are an outgrowth of the NO Einstein coefficient

rati- studies. Before the indium antimonide detector was utilized, both

bands couL not be observed with the same detector and two detectors were re-

quired. A variety of gas mixtures were irradiated in search of a strong radi-

ator in the 3-4 wm region which would be detectible by both detectors and

could be used as a cross calibration. The results of this survey are pre-

sented in Chapter 8. An alternate approach was to try to reduce the spectral

noise levels to permit simultaneous detection of both NO bands. The magnitude

of various noise sources and their effect on the transformed spectra are dis-

cussed in Chapter 9, along with our findings of the effects of interferometer

alignment on spectral intensities.



Experimental improvements and technique refinement have resulted in

over an order of magnitude improvement in signal-to-noise during this report-

ing period and briefly described in Appendix I. A computer code which was de-

veloped to predict the fractional response of the system due to field of view

nonuniformities and beam growth is discussed in Appendix II. Appendix III

deals with the effects of radiation trapping of argon excited states leading

to increased CO production in C0 2 /Ar mixtures. Appendix IV describes in more

detail the 0 + NO afterglow experiments used to qualitatively determine O-atom

cuncentrations as a function of 02 pressure in support of the measurements of

Chapter 5. A detailed spectral intensity code of the nitrogen First Positive

system was developed as part of this program and is described in Appendix V.

3
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2. VIBRATIONAL RELAXATION OF CO(v)

2.1 Introduction

The phenomenon of vibrational relaxation of gas phase molecules has

been the subject of a considerable amount of research in the last few de-

cades because of its importance in a number of disparate areas such as gas

laser physics, sound propagation, energy conversion and infrared radiation

physics. The most prominent diagnostic used for these studies has been the

radiative infrared emission or absorption of the relaxing states, although

alternate techniques such as ultrasonic absorption, Raman scattering, elec-

tronic state excitation and Schlieren photographs have also been utilized

successfully. A variety of excitation techniques such as optical and elec-

tron pumping, chemiluminescent reactions and shock wave heating have also

been employed. The multiplicity of experimental techniques, as well as the

data base for vibrational relaxation and exchange, has been the subject of

several review articles 2 .1-2 .4 and will not be discussed in detail here.

In the majority of cases, only the relaxation of the lowest vibrational level,

or possibly, the lowest two levels, have been studied. Indeed, in many cases,

the upper levels are assumed to be in Boltzmann equilibrium with the first

level.

Perhaps the most prominent examples of multi-level relaxation studies
2.5-2.8

are those of Smith and co-workers. In these experiments, highly vibra-

tionally excited species are created via chemiluminescent reactions and the

steady state, spectrally resolved emission from the fundamental or first

overtone vibration-rotation band of the excited molecules is monitored as

a function of the quenchant partial pressure. The observed spectra are in-

terpreted to determine appropriate vibrational population distributions which

are then analyzed with modified Stern-Volmer2 .9 relationships to deduce the

vibrational level dependent quenching rate constants. This technique has

been successfully employed to determine the single quantum deactivation rate

constants for a large number of vibrational levels of molecules such as CO,

HF and DF.



Chemi-excitation reactions are also used in the orese nt approach to

rduethe nichillv vibroit onaily excited molecuies; however, the precursors

t,*e( Cnern L-xie o process are now producea through irradiation o' thc.

rE-.tc as U-" I 'uIS'a elec-tron beam. The sj-ectrAlly resolved temporal his-

L 111-S cPPL vi .'ratiollal band emission from the exc :Ited States is monitore d

:i>i after uleirradiation via time rcsoivea-c Fourier Specctro-

tec> .~ts.These spectra arc tne!. iintriruteo to deduce
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chamber pressure is monitored using a Baratron capacitance manometer (MKS)

referenced to the low pressure filament chamber. An alphatron gauge moni-

tored the pressure in the last nozzle chamber. Both pressure monitors were

calibrated against a Wallace-Tiernan diaphragm pressure gauge, and the flow-

meters were calibrated for their respective gases using the Wallace-Tiernan

gauge and the accurately known system volume.

It is desirable to flow the gases through the test chamber as quickly

as possible in order to minimize the buildup of electron beam created species

(see Part 2.4). The measurements discussed here were all performed at total

chamber pressures between 9 and 10 torr with flow rates of order 5-6 standard

liters per minute (CO2 flow rates were varied between 8-500 standard cubic

centimeters per minute). For these conditions the gas residence time within

the test chamber is estimated to be 1.3 seconds.

The fluorescence from the irradiated gases is viewed through a cal-

cium fluoride window by the Michelson interferometer having its optical axis

perpendicular to the beam axis. The central fringe pattern of the inter-

ferometer is focused on to a lead selenide detector (cooled to 77 K) which

has an intrinsic response time of 75 Ws. The detector is 3 mm square masked

to 3 mm circular diameter to match the spectral resolution, and forms the

limiting aperture of the system providing a circular field of view 8 cm in

diameter centered on the electron beam axis at a position 8 cm downstream

of the beam entrance into the target chamber. System improvements and tech-

nique refinement during this measurement program resulted in over an order

of magnitude improvement in signal to noise. Further details are given in

Appendix I.

The detector signal, after processing by computer, can be used to
obtain both spectral and temporal resolution of the fluorescence. The gen-

eral techniques employed in time-resolved Fourier spectroscopy have beer
2.10,2.11

described previously and only a brief account of the system spe-

cifics will be provided here. The signal from the biased detector is band-

pass amplified (PARC model 113) and then the amplified signal is fed into

a sample and hold network, which samples the detector signal at times de-

termined by a digital delay network. The sampled signal is converted to

8



digital form by an A/D converter and stored in the memory of a Digital Equip-

ment Corp. PDP 15 computer which is dedicated to the experiment. The digital

delay network timing is referenced just prior to the onset of the electron

beam. A clock internal to the delay network initiates sampling of the detec-

tor signal at intervals of 0.2 milliseconds corresponding to a total of 137

consecutive sampling times during the beam period.

The interferometer scanning mirror is moved continuously during the

data acquisition. Changes in the mirror position are followed by monitoring

the central interference fringe of a helium-neon laser (X = 632.8 nm) spa-

tially offset from the interferometer optical axis. These fringes are de-

tected by a separate silicon diode. This reference fringe pattern repeats

itself as the mirror is moved 0.3164 om (X/2 for the monochromatic laser

source). An assumption is made in the signal processing that all electron

beam pulses occurring between laser fringe maxima have the same mirror posi-

tion, i.e., that the mirror steps. For these experiments, the mirror was

scanned at a speed such that fringes occurred about once a second, and the

beam was pulsed about forty times during each fringe. The storcd signals

at each sampled time during the beam period are recorded on a peripheral

magnetic tape, and the next sampling started. The time sequence of the data

acquisition is shown in Fig. 2.1. In this manner, the time history of the

decay of the total signal on the detector at each mirror position is stored.

In any experimental run the movable mirror is scanned from the maximum op-

tical path difference throuh zero optical path diffurence to a similar maxi-

mum displacement on the opposite side of zero (double-sided interferogram).

For these experiments, the maximum path difference (0.05 cm) is chosen so
-I

that a resolution of 10 cm is obtained in the recovered spectr.

The data stored on the magnetic tape during the experiment is an

array of time ordered signals for each consecutive mirror position. The

array is re-ordered to provide the siqnal at a given time during the pulse

for all mirror positions for each of the consecutively sampled times, i.e.,

the interferoaram of the signal at every 0.2 milliseconds during the pulse.

The change in signal caused by the electron beam pulse is obtained by com-

parison of the averaged signal just prior to beam onset with the averaged

9
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signal at cach specilic time during the pulse period for each individual

mirror position. This subtraction is performed during the sorting of the

do La.

A s(ries cf such measurements were performed in electron irradiated

mixturs C)f Ar/CO . The aon bath was maintained at a pressure near 9 torr

while the CC tartial pressure was varied between 0.008 - 1.0 torr. These

,onaitiane w-re chosen in order to maximize energy deposition while maintain-

rio a thin target igs and keepi no residence time short, minimizing the build-

in e o bvam oreated species. Carbon dioxide pressures were found to be suf-

* ,.icntlyi hith so, that measurable C') vibrational relaxation occurred on the

20 mill i.ond time scale of the experiment. Cases in which the fluctu-

.LLlls oh tri electron beam current were greater than 5% were discarded.

Mesurements were performed over a period of several months. Several

riuns with increasina CO, pressure were made on individual days in order to

I]1ew d(,terminatio n of the effects of background quenchers and to provide

r,iclet oi calunsrfor the observed level dependent relaxation of CO(v) by

,. Becusc'sO tends to absorb on the walls, runs were made with increas-

n 11 1r ti ; I:res;surU during a given day. At least once a day the inter-

,r: A -ited to view a [173 K calibrated blackbody source and a

0=, L (tTt iOshsp curve was obtained. The blackbody source was

:,, .n -' it. '" st .n:ne equal to the distance of the center of the target

. ,:,. riLIt, r:rometer . Day to day overall system response was

. . i ,s> toe basic exp,-rimental data are a set of interferograms

t.",- . ::frared fluorescence generated at 0.2 ms intervals

* a: .. th f._ K. These intetrocrams are then transformed into spectra
2.12

; i -the, st tt '' tianform ,leqorithms. Recovered spectra are cor-

'o c:t'tr r-ponse usinu spectral calibrations from a

............dv lack' , cu r'. The ,en tra I range spanned by the interferometer

s. ,-ir a Ye th r" > 'nse .irvt-7 the PbSe detectar which peaks at

i' r"i-] fas t , -tiird maximum res)onse at 1560 cm and at 3300 cm

.. .i11I



Careful measurements of the field of view of the interferometer have per-

mitted the determination of an absolute spectral calibration; details of

this calibration will be presented in the next section of this report which

discusses absolute electron excitation efficiencies. Only the relative

changes in the signal levels are required for the relaxation kinetics studies

here; however, absolute intensities and concentrations were necessary for

estimation of typical chemiluminescence product densities.

In all measurements the dominant features observed in the 1700-2500
-l

cm spectral region are due to radiation from the CO2 (V 3 ) and CO fundamental

vibration-rotation bands. A typical time history of the observed spectra

is shown in Fig. 2.2; the spectra are plotted with time increasing out of

the page so as to emphasize the vibrational relaxation occurring after beam
-1

termination at 2.5 ms. The CO 2( 3 ) band radiation centered near 2330 cm

is strongly self-absorbed and much of the observed spectral structure is

the result of hot band and isotopic species transitions. This radiation

is caused primarily by direct electron excitation of CO This radiation
2.13,2.14

has been analyzed previously and will not be discussed further here.

The CO fluorescence, falling between 1700-2200 cm 1 is due to radiation from

highly vibrationally excited CO, with levels up to v = 19 in evidence. Since

CO is not present in the unperturbed test gases, it must be formed during
+

electron beam irradiation. Dissociative recombination of CO reaction (2.1),

appears to be the primary production mechanism for CO in the present system

although other kinetic processes may also play some role. Possible CO pro-

duction mechanisms are discussed more fully in Sec. 3.

The emphasis of this section is not to determine the appropriate

creation processes for the vibrationally excited CO, but rather in inter-

preting the kinetic mechanisms responsible for the subsequent vibrational

relaxation occurring upon beam termination. The first step in such an in-

terpretation involves the determination of the vibrational population dis-

tributions responsible for the vibro-luminescence. This is accomplished

by a curve fitting procedure wherein the spectrally resolved fluorescence

is compared with synthetic computer-generated CO spectra obtained as the

12 i
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Fig. 2.2 The time and frequency resolved fluorescence from a 0.15 torr C02/9.0

torr Ar mixture at 0.2 ms intervals after beam termination. The CO

fundamental (v < 19) and C02(V3) features are observed. Time is plot-

ted as increasing toward the front of the figure. The rear scan cor-

responds to the spectrum 0.1 ms after beam termination (2.6 ms after

onset), and the front scan to 9.3 ms after termination. The C02 fluo-

rescence has essentially disappeared by 4.5 ms after beam termination.

These spectra have been corrected for detector response.
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sum (t the c-. ttibutions of the radiation per unit population in each vibra-

tional . Details of this fitting procedure have been discussed pre-
2.15

viouslv tar the case of NO radiation; similar methods have also been

2.5,2.16
us'.d In earlier studies of CO relaxation. A brief description of

t! t tu, h- tv, ided below.

The i:.t_:;rated intensity of a oiven rotational transition in the

: natit.~d IIj ba may be s,e i id by

hc 4 S P,A N
V~v- v T 3 V'v- I v,J 3I j )j + 1 ( T )  3 ( .

(2J + 1)

%V-

where A is the Einstein coefficient, - 1 is the band origin in

(cm 1), , Tis the frequency of the individual transition, S '
R is the Hon1-(c ,"T 3 ~l

London factor, h and c are Planck's constant and the speed of light, respec-

tively. N is the population of the radiating state which fot a Boltzmn:ii,

rotational distribution is

hcL3

N N --- (2,T 1 1) ex[. (-.(v,.I hckT (2.;)
v, J v kT

6 : - J (v + 1,2)

? '.',>1::BT(J + ]) - 3J (J-+ fl.
V
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An example of the results of this fitting procedure is shown in Fig.

2.3. Both the experimental data of the CO fundamental fluorescence and syn-

thetic spectrum fit to it are shown in the figure. A rotational temperature

of 300 K was used in generating the synthetic spectra. The computed spec-

trum matches the vibrational structure exhibited in the fluorescence very

well over the entire spectral band. The standard deviation of the fit is

only 1.5%. Several of the contributing basis functions, appropriately

weighted, are also displayed. The basis functions overlap greatly, neces-

sitating the least squares fitting procedure: for example, note that the

P branch transition of molecules with seven vibrational quanta occurs at

the same frequency as the v = 9, R branch transitions. In fact, only in

the wing of the v = 1, R branch is there an absence of overlap with radi-

ation from other vibrational bands.

The relative populations determined from such fits are shown in Fig.

2.4 at three times after beam termination. The populations of the majority

of the excited states continually decrease with increasing time after beam

termination. It can be seen however, that the populations of some of the

levels decrease more slowly than others and in a few instances actually in-

crease temporarily. This may be attributed to the interplay between the

source term (due to relaxation from the level above) and the loss term (due

to relaxation by all pathways into the level below) of the particular level.

In the figure, levels 5 through 8 are seen to change less rapidly in time

than the levels above and below. In fact, at later times, a population in-

version occurs between level 5 and levels 2 through 4. The change in the

population of each vibrational level as a function of time is shown more

clearly in Fig. 2.5, where the calculated populations from fits to spectra

at 0.2 ms intervals are plotted. The calculated populations are seen to

be relatively smoothly varying. With small temporal and spectral fluctu-

ations, data such as this can be used directly to deduce the coupled vibra-

tional-level dependent relaxation rates, as discussed in subsection 2.4.

2.4 Kinetic Interpretation

As mentioned previously, CO fluorescence measurements have been per-

formed in room temperature mixtures of CO 2/Ar havinG CO2 partial pressures

16
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Fig. 2.3 A fit of a synthetic CO spectrum to data taken 0.5 ms after beam ter-

mination as in Fig. 2.2. The standard deviation of the fit is 1.5%.

Basis functions for v = 1, 7, 8, 9, and 19 are shown with intensities

representative of their contribution to the total synthetic spectrum.

Only the v = 1 R branch is not overlapped by radiation from other

levels. In particular, the v = n P branches and the v = n + 2 R

branches fall on top of each other (7P and 9R shown). See text

for details of basis function generation.
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Fiq. 2.4 The relative populations of levels 1-13 at three times atter beam

termination. These populations are ai. averaqe of three runs at

0.2 torr C0 2 /9.0 torr Ar taken at difterent times. Lrror bars of

I standard deviation are presented only for the 2.9 ms trace, but

are representative of all the times. The hiqh vibrational levels

and levels 2-4 relax more rapidly thar levels 5-9, and the bottle-

neck at these levels results .n a poulatin nv r sin. . u! thc ,

lower levels at lonq times.
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Fig. 2.5b The populations calculated from the fluorescent spectra of Fig. 2.3
between 0.1-4.9 ms after beam termination for levels 7-12. The
dashed lines are the predicted vibrational population decay histories
based on the deduced rates and master equations for relaxation.
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varying between 0.008 - 1.0 torr and a total pressure of approximately 9

torr. Population histories for vibration levels as high as v = 17 have been

deduced from this fluorescence data. Typical population relaxation times

are of order 10 ms and are found to scale inversely with CO 2 pressure, sug-

gesting that CO 2 plays an important role in the relaxation process. The

purpose of the present analysis is to deduce rate constants for the pro-

cesses

CO(v) + CO 2  CO(v-l) + CO 2  (2.2)

from the data. Care must be taken, however, to ensure that all other im-

portant kinetic mechanisms are included in the analysis.

The two most obvious additional mechanisms to be considered are CO

radiative decay and collisional quenching by Ar. For the present experi-

mental conditions both fundamental band and first overtone transitions, i.e.,

CO(v) CO(v-l) + h\ (2.9)

Av~v- 2

CO(v) - CO(v-2) + h (2.10)

can provide a significant contribution to the total decay of high vibra-

tional levels of CO (the CO concentrations are sufficiently low so that self-

absorption is negligible). Although only the lowest level Einstein coeffi-

cients have been measured, they together with the higher levels have been

calculated theoretically.
2 .18 ,2 .1 9 Indeed, recent measurements

2 .2 0 of the

ratio of A v Iv2/Av_*v_3 for CO have been found to be in excellent agreement

with the theoretical predictions. The potential importance of quenching

by Ar, i.e.,

CO(v) + Ar * CO(v-l) + Ar (2.11)

21

• . m " .



1 : iess clear. The room tcmporture rate constant fcL- rroccss (2.11) v = 1,
2.21

-s necliciblv small. Furthermore, scaling of thEv 1 rate to higher

vibrational levels usino a modified SSH theory, 2 see for example CO-CO
2.2

t-redictions by Calo.donia and Center, would sugqest that erccess (2.11)

is uI.-;:ortant ,,r al] ,-ibritional levels of interest. Nonetheless, civon

I c'k ot :,sn:rorimental data, the ossible imi ortanne of the cucenchinn. of

h in> viLiati, r ic.I ves ;), Ar cannot 0e excluded a priori.

ia ani :reated species can provide an additional source o: uuenchant

moiecules. There are two basic advantaqes in usin:;o a chemical reaction to

,rccuGc the excited state distribution. The first, and primary one, is that

thu species to be studied need not be present in the ambient gas. Because

of this, the effect of undesirable collisions with ground state molecules,

for example in the present case reactions of the form

CO(v) + CO(O) - CO(v-l) + CO(l) , (2.12)

may be minimized. Secondly, the population of excited vibrational levels

may be kept sufficiently low so that complicating intra-mode vibrational

ex'baro(i - -ictions,

CC(v) +Cv ) COcv ) + CC(v + 1) (2.13)

Are negliLgible.

These advantages are also achieved when an electron beam is used

as a precursor to the chemi-excitation reaction. For example, in the case

at hand CO is not present in the ambient gas, and for the electron beam cur-
13 3 . ,I

rents and voltage applied, peak concentrations of CO(v) are < 10 cm mini-

mizing any effects due to reactions (2.13). However, an additional compli-

cation arises when multiple beam pulses are used for measuring fluorescence

time histories. Specifically, a finite amount of CO and 0 is created during

each pulse of the electron beam and, although the vibrationally excited CO

completely relaxes between pulses, any given parcel of gas will be subject

to irradiation by several pulses before being cleared from the system field

22



of view. The net result of multi-pulse irradiation of the test gas is that

the gas sample within the field of view will exhibit finite steady state

concentrations of CO and 0 in as much as the characteristic times for chem-

ical removal of these species are much longer than the gas residence time

within the field of view.

It can be deduced from electron beam energy deposition calculations
14 -3

that the steady state concentrations of CO and 0 will be of order 10 cm

sufficiently large to be of concern. Indeed, the room temperature rate con-
-12

stants for processes (2.12) have been found to be as large aa -3 x 10

3 2.5,2.16,2.24
cm /s at low vibratiunal level2 ; thus characteristic reaction

times foi these processes can be of the same order as the observed fluores-

cence decay time. The potential role of quenching by oxygen atoms, i.e.,

CO(v) + 0 CO(v-l) + 0 (2.14)

is less apparent. The room temperature rate constant for reaction (2.14),

2.25 -14 3
v = 1, has been measured to be 2.7 x 10 cm /s, sufficiently small

so that this reaction will be unimportant. There are no reported measure-

ments for the rate constants for oxygen atom quenching of higher vibrational
2.20

levels; theoretical estimates suggest that these will be larger than

that for v = 1.

Thus, it appears that the beam created species CO (and possibly 0)

can provide a significant contribution to the observed relaxation rate of

the CO fluorescence. Fortunately, it will be shown in Sec. 3 that CO and 0

are not formed primarily by direct electron impact dissociation of CO 2 , but

rathe.r are formed indirectly by such mechanisms as electron/ion recombina-

tion and quenching of metastable states of Ar. This allows for a great sim-

plification in the analysis in as much as the CO/O production rates will scale

with total pressure rather than the partial pressure of CO2 . Specifically,

the rate of CO/O production will scale linearly with the rate of beam energy

deposition within the field of view; since all measurements were performed at

similar beam current/voltage conditions and at near constant pressure the

background concentration of CO/O will be approximately the same for all the

23



measurements. This observation is supported by the fact that the observed

peak CO fluorescent intensity varies only slightly over the whole of the

CO2 pressure range of interest.

Therefore, it follows that the temporal histories of the vibrational

population may be interpreted in terms of the radiative mechanisms (2.9)

and (2.10), the collisional deactivation processes (2.2) and (2.12) and an

overall collisional loss mechanism

CO(v) + X - CO(v-l) + X (2.15)

where X is representative of all potential deactivating species such as Ar

and 0 (as well as any impurities in the Ar test gas) which will scale with

the total pressure. The master equations which describe the time rate of

change of the vibrational populations in terms of these mechanisms may be

written as:

N

dn/dt = - Rn1 + R2n 2 + A3in3 + R n (1 + 6v2 )

dn2/dt = - R2n 2 - A20n2 + R3n3 + A42 n4

(2.16)

dn m/d = - R n - Am,m-2 nm m+ nm+l Am+ 2- m m+2

dn N/dt = - R NnN - AN nN

where N represents the highest vibrational level excited and where for vi-

brational level m, n is the relative population, and R is the rate of de-m m
activation due to collisions with ground state CO, i.e., reaction (2.12).

The quantity R is the total rate of decay due to processes (2.2), (2.9),m

(2.12), and (2.15) and is defined by

R = k (i) [CO + A + R + R (2.17)
in 2 2 M-m- 1 m m

24



where k 2(m) is the rate constant for process (2.2), v = m, [CO 2 is the CO2

number density, and R is the deactivation rate due to process (2.15), v =m.

From examination of Eq. (2.16), it may be seen that if values for

the Einstein coefficients Am-m 2 are specified, the quantities Rm should

be readily deducible from the measured time histories n (t). In practice,

such an analysis is complicated by numerical inaccuracies introduced upon

evaluating the slopes, dn /dt, of the experimental data. This complication

may be circumvented by working with the time integrated forms of the mas-

ter equations, i.e.,

n = - Ra -A Ama +1 a(2.18)
m m m A m-m-2 m Rm+lam+l

m+2m am+2

where Eq. (2.18) is the integral of the gener.l f(,rm of Eq. (2.16) taken

over the time interval (t1, t ) and

An = n t n (t) (2. 19)
m n 2 m 2

t2

am ndt (2.20)

tI

The integral form of the master equations is particularly useful in that

it not only eliminates the need for derivative values, but also allows de-

termination of the best value of R over a specified time interval, effec-

tively filtering any random fluctuations in the population histories in-

troduced through the curve fitting process.

The Eq. (2.18) can be readily rearranged to allow direct specifi-

cation of the rates P in terms of measured quantities. The resulting re-

lationships are
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N

m v m - 2 m+lI m-l a

N

+ a R kl + ,2 (2.2])

where is the Kronecker delta and the quantity A is defined to bein, 1 ,-i

z(1o. Note that R cannot be determined directly from the data inasmuch

as the quantities R are undefined; all other values of R are, however,
v m

directi: iccessible fr,)m the datA.

The deactivation rates R have been deduced from the measured vi-
v

brational population histories throuqh use of the Eq. 2.21). In deducing

thvse rates the populations were typically integrated over the time ranqe

of 2.6 to 8.2 ns (beaim termination is at 2.5 ms); it has been found that

rates evaluated from the same set of data but over different time inter-

vals varied by no more than I0 to 15%. The populations of the highest vi-

brationai levels tended to be the least accurate both because of the lower

concentrations at hiqh v and because of the decreased infrared detector sen-

sitiVit' at the higher wavelengths. Because of this, rates were generally

only evaluated tor the lowest twelve vibrational levels; however, there were

d tew measurements or sutficiently high quality to allow evaluation of rates

up to v = 16. In e ither event, it was found that the inclusion of a few

of thc poorer quality high vibrational level histories in the analysis pro-

duced only 5 to 15% changes in the values of the rates determined for the

lower Ilvel s. !

A typical set of CO deactivation rates, those deduced from the popu-

lation histories shown in Fig. 2.5 are shown in Fig. 2.6. The general trend

cf the rates, a distribution peaking at the highest and lowest vibrational

levels and exhibiting a minimum near v = 8, is common to the observations

at all CO, pressures. Note that although the measurements of the magnitude

of the rate for level 12 vary, it is typically larger than that for level 11.

26



1200-

1000

800

S600-
0
I- 0

X

< 400 6
uJ

200

0- I

1 3 5 7 9 11 13

VIBRATIONAL LEVEL

Fiq. 2.6 The relaxation rates deduced for the 0.15 torr C02/9.0 torr Ar

case. As suggested by Figs. 2.4 and 2.5, relaxation is slowest

for levels 5-9. The rate for level 1 is small due to the cold

CO collisional deactivation source term for v = 1.

27



As a cross check on the data analysis, these rates have been used in con-

junction with the master equations (2.16) to predict the vibrational popu-

lation decay histories. These predictions are shown in Fig. 2.5 and can

be seen to be in quite good agreement with the data. This comparison not

only demonstrates the quality of the "rate fit" to the data but also shows

that the data can be adequately interpreted in terms of the single quaintum

collisional transfer reactions used in the analysis; i.e., if the relaxa-

tion mechanism were different than assumed, the rates determined from the

integral form of the master equations would not properly reproduce the popu-

lation time histories.

The ultimate goal of the analysis is not to deduce the rates R but
V

rather the rate constants for process (2.2). These rate constants can be

determined using a Stern-Volmer2 .9 type analysis inasmuch as,. for constant

total pressure and beam conditions, a plot of Rv vs. CO2 partial pressure

should fall along a straight line having slope k 2(v) as indicated by Eq.

(2.17). The rates R have been determined over a range of two orders of
v

magnitude in CO2 partial pressure and resulting Stern-Volmer plots for

several typical vibrational levels are shown in Fig. 2.7. This data is very

well fit by a linear representation as can be seen from the straight line

least squares curve fits shown on the figure.

Several sets of data, taken at different times, were fit in this

manner and the resultant rate constants determined from the least squares

data fits are shown in Fig. 2.8. The error bars shown represent only the

standard deviations of the data from several different sets of runs and not

the ultimate uncertainty in the rate constants. The error bars on the rate

constants for levels v ' 12 are larger because they correspond to the fit-

ting of only a few measurements. The rate constant for deactivation of the

first vibrational levels cannot be determined by this technique as illus-

trated in Eq. (2.21), and determination of this rate constant will be dis-

cussed later. The rate constant measurements of Hancock and Smith 2 .5 de-

duced for levels v = 4 - 12 from steady state observations are also shown

in Fig. 2.8 and can be seen to be in reasonably good agreement with the pre-

sent results. In particular the unusual variation of rate constant with
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Fig. 2.8 The deduced rate constants for the reaction CO(v) + CO 2 - CO(v-l) +

co-) for v 1-16. The error bars represent a standard deviation of

the data deduced from several different sets of runs. The errors

for levels 13-16 are large due to a smaller data base. Previous

values measured by Hancock and Smith (Ref. 1.5) are showm for com-

rparison. The unusual variation with vibrational level they reported

is con irmed and found to extend to hiqher ind lower levels.
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vibrational level observed in this earlier work has been verified and found

to extend to higher levels. This behavior strongly suggests that reaction

(2.2) is a vibration-vibration exchange process which, perhaps, requires

a vibrationally excited state of CO to provide an efficient exchange at2. 52
higher vibrational levels of CO.

it is also of some interest to examine the zero CO2 pressure inter-

cepts of the rates inasmuch as these should represent the cumulative effect

of fundamental band radiative transitions, process (2.9), and the quenching

reactions (2.12) and (2.15). The intercept values are shown as a function

of vibrational level in Fig. 2.9. The results of Stern-Volmer analysis per-

formed on two different sets of data are displayed and these can be seen

to differ only slightly. The theoretical predictions for the Einstein co-

efficients A %-_1 are also shown in this figure for comparison; it can be

seen that these quantities asymptote into the deduced values of the inter-

cepts at high vibrational levels. The intercepts represent upper bounds

for the Einstein coefficients and the close agreement between measurement

and prediction suqqest that collisional quenching by species other than CO.

is unimportant at higher vibrational levels. Alternately these high v in-

tercepts may be interpreted as the first experimental verification of pre-

dicted high vibrational level Einstein coefficients for CO. (Note that there

are symbiotic effects in this determination in that the relative values of

the fundamental band Einstein coefficients are utilized in determining the

rates R . On the other hand, the absolute magnitude of the Einstein coef-v

ficients are not input to the data analysis.)

It is clear from Fig. 2.9 that additional deactivation processes

do affect the relaxation of the lower vibrational levels of CO. In order

to isolate the effect of such processes, the predicted Einstein coefficients

have been subtracted from the intercept values providing the set of zero

CO2 pressure collisional deactivation rates shown in Fig. 2.10. These rates

exhibit a peak near v = 4 and fall to near zero by v = 8. Shown for com-

parison are the arbitrarily normalized rate constants for CO deactivation
by vibrationall, cold CO, 2.5,2.16,2.24 reaction (2.12). Note that the data
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Fig. 2.9 The values of the intercepts for two series of runs taken at dif-
ferent times as a function of vibrational level. Theoretical pre-
dictions for the Einstein coefficients are shown. The intercepts
asymptote to the predictions for v - 7 and form an upper bound
measurement of the Einstein coefficients for these levels. At
lower v molecular quenching by Co or X dominates the intercept re-
sidual quenching.
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Fig. 2.10 The differences between the intercepts as plotted 
in Fig. 2.9 and

the theoretical Einstein coefficient predictions as a function 
of

vibrational level. Shown for comparison are the arbitrarily nor-

malized relaxation rates for the CO(v) + CO(0) - CO(v-1) + CO(l)

reaction. The cold CO required to produce these rates is 1014 cm-
3 ,

which is reasonable based on estimates of gas residence time and

electron beam energy deposition rates.
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closely follows the vibrational level dependence of these rate constants.

Furthermore, the cold CO concentration required along with these rate con-
14 - 3stants to produce the observed rates is found to be - 10 cm , a value

in line with estimates made upon the basis of gas residence time, electron

beam energy deposition rates and the absolute fluorescence intensity cali-

bration.

It may be concluded on the basis of these comparisons, that the only

important processes controlling the observed relaxation of CO vibro-fluores-

cence are collisions with CO2 and vibrationally cold CO and radiative decay.

Any losses due to collisions with argon or oxygen atoms or gas impurities

appear to be negligibly small except, perhaps, at the lowest vibrational

levels. As a last consistency check, the measured rates for CO(v = 1) de-

activation at high CO2 pressures have been used to evaluate the rate con-

stant k 2(1) in the two limits where either all or none of the excess colli-

sional deactivation for v , 2 is assumed to be by process (2.12). The re-

sulting rate constants are displayed in Fig. 2.8 and can be seen to nicely
-14 3 2.27-2.30

bracket the measured room temperature value of k 2(1) o 8 x 10 cm /s.

No attempt has been made to provide a detailed statistical study of

error propagation in the data analysis. It has been found that the fluores-

cence data and subsequently deduced population histories are quite repro-

ducible, exhibiting minimal variance when fitting parameters were widely

varied. Furthermore, changes in the number of levels or time interval used

in the analysis caused only small variations in the deduced rates. Lastly,

as seen in Figs. 2,7 through 2.10, the statistical uncertainties ot the least

square fits to the rate data were also found to be quite small. Nonetheless,

as seen from the master equations, the relaxation of any one level is affect-

ed by the behavior of all higher levels; thus the analysis can allow for a

significant degree of error propagation. The potential cumulative uncer-

tainty has not been gauged in any detailed manner; however, the various tests

performed as well as the comparisons with other measurements suggest that

the deduced rate constants are most probably accurate to well within 50%

(with, of course, the. exception of the highest levels which exhibit a larger

unertainty because of the Iimited data base).
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2.5 Summary and Conclusions

The technique of time-resolved Fourier transform spectroscopy has

been used to monitor the simultaneous relaxation of the total ensemble of

vibrational states of a highly excited molecule. Carbon monoxide is found

to be created upon electron irradiation of mixtures of CO,/Ar and CO funda-

mental vibration/rotation band emission originating from vibrational levels

as high as v = 19 has been observed. This spectrally resolved fluorescence

has been analyzed to determine the time histories of the vibrational popu-

lation distribution. The resulting populatio histories were interpreted

in terms of a kinetic model which included radiative transitions and single

quantum deactivation collisions with CO2, vibrationally cold CO and impurity

species. This analysis allowed for determination of the room temperature

rate constants for process (2.2), v = 1-16, and establish reasonable upper

bounds for the fundamental band Einstein coefficients for levels v = 7-12.

It is seen that time dependent Fourier transform spectroscopy can be a very

powerful tool in the analysis of multilevel systems. Specifically, the abil-

ity of this technique to provide simultaneous spectral and temporal informa-

tion removes any susceptibility to fluctuations in experimental conditions

which may be experienced in sequential measurement techniques. Furthermore,

the ability to monitor the fluorescence data both during and after beam irra-

diation allows one to analyze each set of data independently, without the

requirements that the chemical source remain invariant as the quenchant con-

centration is varied.
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3. EXCITATION EFFICIENCY OF CO(v) IN IRRADIATED C02/Ar MIXTURES

3.1 Introduction

Fluorescence from vibrationally excited CO created by electron irradi-

ation of C02/Ar mixtures was analyzed in Chapter 2 to determine the rate of

relaxation of CO(v) by CO2 . The same data (while the beam is on) can be fur-

ther analyzed to determine the rates at which CO(v) is formed. In this chap-

ter we will quantify the fraction of the electron energy deposited in the gas

which appears as CO vibrational excitation. In addition to the kinetic ana-

lysis, this requires 1) an understanding of direct electron excitation cross-

sections and the energy transfer pathways to estimate the energy deposited,

and 2) an absolute calibration of the fluorescent intensities to permit ex-

cited state density determination. Details of the calibration which involve

corrections for electron beam growth are presented in Section 3.2. Correc-

tions for non-uniform detector response across the field of view (as discussed

in Appendix II), and interferometer alignment and calibration (as discussed in

Chapter 9) are also essential for accurate calibration. The kinetic analysis

leadinq to creation rates and average vibrational excitation is given in part

3. The kinetic mechanisms which may be responsible for CO(v) formation are

discussed in Section 3.4, and a summary is given in the last section.

3.2 Absolute Calibration

The determination of an absolute spectral calibration for the LABCEDE

experiment is complicated by the fact that the radiation source does not fill

the field of view, i.e., is not an extended source, and indeed varies conti-

nuously across the field of view. The observed fluorescence is due to vibra-

tionally excited CO created directly or indirectly by reactions with secondary

electrons which, in turn, are formed through the energy deposition of the pri-

mary electron beam. In the present system, the time between formation and

fluorescence is sufficiently small so that diffusion is relatively unimportant

and, therefore, the spatial variation in fluorescence may be taken to be

nearly the same as that of the electron beam energy deposition. Thus, this

latter quantity must be defined in order to develop an absolute calibration.

1o

39-



As the electron beam propagates through the test chamber, it undergoes

collisions with the ambient gas. These collisions lead both to a loss in beam

energy and a spreading of the beam profile about the axis of propagation. The

phenomenology of electron energy degradation in gas targets is well understood

and the rate of energy loss is found to depend upon both the composition of

the ambient gas and the beam voltage. The energy loss per unit pathlength,

typically written as p-1 dE/ds where p is the gas density, E is electron

energy and s is electron pathlength, has been tabulated for a number of

gases3 "1 and, for example, would be 6.5 MeV-cm2/gm for the present case of 30

keV electrons in argon. Unfortunately, the relationship between electron

pathlength and distance along the axis of beam propagation, x, is not so

readily specified and generally requires evaluation via computer analysis.

Two different computer models have been used to predict the axial profile of

beam energy deposition within the test chamber. The first of these is

ELTRAN, 3"2 a standard one-dimensional Monte Carlo transport code, which de-

scribes the electron multiple scattering in terms of the Moliere3 "2 distribu-

tion. The second is the Transport Electron Program,3 -3 which utilizes various

analytic approximations to develop an integral solution of the transport equa-

tion. These codes have been exercised for injection of 30 keV electrons into

argon and the axial energy depositions predicted by the two models were found

to be in excellent agreement. For the present case of nine torr of argon held

at room temperature, the energy loss per unit axial distance, p-1 dE/dx, is

predicted by these models to increase monotonically between 13-16 MeV -cm2/gm

across the field of view. It is to be noted that this is more than twice the

energy loss per unit pathlength tabulated by Berger and Seltzer.
3 "1

The radiel distribution of the beam energy loss at any axial position

is linearly proportional to the radial current density profile of the beam at

that position. The electron beam spreads as it traverses the field of view as

the result of scattering collisions with the test gases and detailed evalu-

ation of the beam spreading can require an involved modeling effort. Fortuna-

tely Center3 4 has measured radial beam current density profiles under experi-

mental conditions very similar to those of the present study. His observa-

tion, for the case of thin N2 and Ar targets, was that the beam current dis-
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tribution was apparently Gaussian about the beam axis. Center defined a para-

meter, e1/2 , which is the angle, as measured from beam origin, at which one

half of the total beam current is encompassed. He found that this quantity

could be adequately represented by a relationship of the form:

A(NX)
3/2

1/2 1 + B(N) (3.1)

where N is gas number density, £ is the distance from beam origin and the

quantities A and B are both gas and beam voltage specific. (For the case of

30 keV electrons in Ar, it was found that A = 4.2 x 10-28 cm3 and B = 2.7 x

10- 18 cm2 .) As discussed earlier, the radial distribution of fluorescent in-

tensity will be functionally the same as the current distribution. Predicted

profiles of beam growth within the field of view are shown in Fig. 3.1. Fifty

percent of the beam-induced fluorescence will fall within the r1 /2 boundaries

shown, whereas 90% will fall within the boundaries labeled 2ri/ 2.

The absolute calibration is affected by the non-uniformity of the

source because the interferometric detection system does not provide a con-

stant response across the field of view. The latter result is due to several

effects; (a) aberrations introduced by the optical train, (b) non-uniform de-

tectivity along the IR detector surface, (c) vignetting, and (d) interfero-

meter misalignment. The variation in system response across the field of view

has been carefully mapped out utilizing a standard black body "point" source.

The Gaussian beam current (fluorescence) distribution has been convolved over

this field of view response function in order to determine a correction factor

to account for the system response non-uniformities (see Appendix II). This

correction factor was found to be - 2, i.e., the measured response to the beam

fluorescence is a factor of two lower than it would have been if the system

response had been uniform across the field of view. (This correction factor

does not vary grossly for other choices of beam shape; for example for the
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case of a line source, i.e., no spread of the electron beam, the correction

factor would be - 1.7.) All intensity measurements have been adjusted by this

factor. Additionally, the Jntensities have been corrected after the fact for

interferometer misalignment (see Chapter 9) as inferred from black body inte-

grated intensities.

3.3 Kinetic Analysis

The rates for creation of vibrationally excited CO may be determined

directly from the deduced vibrational population histories if the competing

effects of vibrational relaxation are properly accounted for. As discussed in

Section 2, the vibrational kinetics can be described in terms of five pro-

cesses. These are vibrational de-activation by CO2 :

CO(v) + CO 2 + CO(v-1) + CO 2 , (3.2)

radiative decay in fundamental and first overtone vibrational band transi-

tions,

Av v-I

'*Cv) CO(v-) + hV (3.3)

Av+v-2

CO(v) = CO(v-2) + hv' (3.4)

vibrational exchange with beam created, vibrationally cold, CO

CO(v) + CO(0) + CO(v-1) + CO(M) (3.5)

and quenching by Ar, impurities or beam-created species such as oxygen atoms,

CO(v) + X + CO(v-1) + X. (3.6)
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The only source term acting to balance those losses is the creation

rate for vibrationally excited CO, Re(v), which can represent the cumulative

result of several processes induced by beam irradiation. The master equations

which describe the vibrational population histories in terms of these pro-

cesses may be written as:

dnv/dt = Re(v) - Rvnv + Rv+lnv+1 - Av+v_2 nv + Av+2 vnv+2

N # (3.7)
+ 6 v, I 1 (6m,2 + 1) Rm nm; v = 1,N

m=2

where N is the highest level created and At,_ and nv>N are identically zero.

The quantity Rv is the rate of deactivation of level v due to processes (3.5)

and Rv is the decay rate due to processes (3.2), (3.3), (3.5) and (3.6). Once

again, it is more convenient to deal with the time integrated form of the

master equations,

nv(tp) = Re(v)tp - Rvav + Rv+lav+ I - Av+v_2av

N (3.8)
+ Av+2+vav+2 + 6v,1 . (6m,2 + 1) Rmam

m=2

where the quantities av are defined by:

tp

av  = nvdt (3.9)
0

and tp is the electron beam pulse time. Note that the quantities av are de-

fined directly from the data and the rates Rv, with the exception of R1 , have

been determined from an analysis of the relaxation data taken after beam ter-

mination.
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All the available fluorescence data taken during beam irradition for

the conditions pAr = 9 torr, PC0 2 = 0.1-1.0 torr and V = 30 keV have been re-

duced in the manner described previously. Vibrational population histories

were deduced via least squares fits to the spectral data and typical deduced

population distributions at three times after beam onset are shown in Fig.

3.2. Note that a population inversion is apparent at early times, suggesting

that this phenomena is source specific, rather than being a result of the re-

laxation process. Similar vibrational distributions have been observed at all

CO2 pressures considered.

The time integrals of these population histories were used to evaluate

the quantities Re(v). This evaluation was performed utilizing Eq. (3.8) and

the case-specific relaxation rates Rv which were deduced from the data after

beam termination. The resulting values of Re(v) for the data of Fig. 3.2 are

shown in Fig. 3.3. The value shown for level one should be considered as an

upper bound in that it includes the effect of excitation due to de-activation

of higher vibrational levels of CO by cold CO, i.e., reaction (3.5). Note

that the excitation rates tend to decrease with increasing vibrational level

although a secondary maxima is apparent about v-=7. Rates are only shown for

the first thirteen levels inasmuch as the data was of insufficient quality to

allow evaluation of the excitation rates for higher levels. Nonetheless the

major fraction of CO vibrational energy is found to reside in those lower

levels.

The magnitudes of the rates shown in Fig. 3.3 are not very instructive

inasmuch as they represent the total rate of excitation within the field of

view and thus are both specific to the experimental configuration and to the

beam current and voltage. All the data can be collapsed to a common scale by

normalizing by the total rate of beam energy deposition within the field of

view. This deposition "power" is defined by:

P = f pi (p- I dE/dx) dV (3.10)
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where p is gas density, i is the local current density as defined by Center's

Gaussian distribution,3 "4 p-1 dE/dx is the previously defined energy loss per

unit axial distance for a 30 keV electron and the integral is over the beam

volume falling within the field of view. For a thin gas target, Eq. (3.10)

may be more simply represented as

P = p7L(p - 1 dE/dx) (3.11)

where I is total beam current, L is the effective diameter of the field of

view (incorporating corrections due to finite beam size and the circular form

of the field of view) and the bracketed quantity is meant to represent the

average energy loss per unit distance across the field of view. The quantity

L has been evaluated numerically and found to be only slightly smaller than

the actual diameter of the field of view for all cases considered. For conve-

nience, the excitation rates have been normalized by the creation rate for ion

pairs within the field of view, rather than the deposition power. These two

quantities are related by the expression:

;+ = P/ew (3.12)

where e is the electron charge and w is energy required to produce an ion pair

in the test gas (26.1 eV in argon).

Excitation rates have been deduced from 16 seperate measurements

spanning the CO2 pressure range from 0.1-1.0 torr and the full data base,

properly normalized by their respective ion pair creation rates, are shown

-vs- vibrational level in Figs. 3.4A and 3.4B. As can be seen the run-to-run

variation in the rates is small and furthermore, there is no apparent depen-

dence upon CO2 pressure with the exception of the rates for v = 1. This

latter variation is due to the previously alluded to effects of cold CO; the

rates determined at the higher CO2 pressures are the least affected by this

correction.

48



5216-15

0 0. 11 TORR CO2
0 0. 12 TORR
-0. 13 TORR

0. 15 TORR
0. 16 TORR

X 0. 20 TORR
- + 0.21TORR

- 0.24 TORR
0. 26 TORR

0.1 - - --------

6- 
x

X [X
2

0.01
1 3 5 7 9 11 0 13

V IBRATI ONAL LEVEL

Fig. 3.4a Normalized CO(v) cro,,ited per imi pair vs. vlbrationl 1,vel. PAr

9 Torr, V = 30 keV, PCO 2 = 0.11-0.26 Torr. Absolute levels are

2.2 times greater.

49



521 C-IC

[]I
o 0. 50 TORR CO2

0O. 50 TORR
> 0. 62 TOR R
S0. 67 TORR

v 0. 72 TORR
X 0. 72 TORR
+ 1.0 TORR

/

4 X

tK;:

2

0.01 1 x
1 3 5 7 9 11 13

VI BRATI ONAL LEVEL

Fiq. 3.4b Normalized CO(v) created per ion pair vs. vibrational level.

PAr = 9 Torr, V = 30 keV, PCO 2 = 0.5-1.0 Torr. Absolute values

are 2.2 times qrectr.

50



The prediction of the total creation rate per ion pair for producing

vibrationally excited CO is also of interest. This quantity is defined by:

CO = L RE(v)/i +  (3.13)
v= 1

It is known from the fluorescence data that CO vibrational levels as high as

v = 19 are formed during electron irradiation, however it appears that CO is

predominantly formed in the lower vibration levels. It is estimated that the

evaluation of Eq. (3.13) using only the data on the first 13 vibrational

levels should be accurate to within ten percent. The resulting total excita-

tion rate per ion pair is shown in Fig. 3.5 as a function of CO2 partial

pressure. As can be seen the number of vibrationally excited CO per ion pair

is approximately 2.2 (t2% r.m.s.), independent of CO2 pressure.

The fraction of deposited beam energy which is converted to CO vibra-

tional energy is defined by:

E / EvRe(v)/P (3.14)
v= 1 a

where Ev is the energy difference between level v and the ground state defined

by:

Ev = vwe - v(v+1) WeXe (3.15)

where we = 2169.8 cm"1 and weXe = 13.29 cm-1 for CO. This quantity has also

been evaluated from the data again truncating the sum at v = 13, and is shown

in Fig. 3.6 as a function of CO2 pressure. The average energy efficiency is

seen to be about 7.7% and does exhibit a slight variation with pressure which

may be within the scatter of the data. Note that in this case the truncation

of the sum can produce a larger error because the higher vibrational levels
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are weighted by the quantity Ev. It is estimated that the true efficiency

could be as much as 25% higher than the values shown in Fig. 3.6 (i.e.,

9.6%).

The average level of vibrational excitation may also be readily

deduced from the data. The average number of vibrational quanta per excited

CO molecule is defined by:

v vPe(v)/ Re(v) (3. 16)
v=-1 v1

and is found to be -3.5 varying only slightly with CO2 pressure (this quantity

is also a lower bound because of the truncation of the sums at v = 13). It is

to be noted that v is dependent only upon the relative vibrational distrihu-

tion and not the absolute calibration.

3.4 Formation Mechanisms

The actual kinetic mechanism responsible for the formation of the

vibrationally excited CO is not well defined. The process does not involve a

direct interaction between CO2 and the primary electrons inasmuch as the CO(v)

production rate is found to be invariant over a factor of ten range in CO2

pressure. The dominant species created by the electron beam are ionic and

electronically excited argon. The Ar+ will rapidly charge exchange with C02 ,

Ar + + C 2 + Ar + CO 2
+  'Hf* = -2.0 eV (3.17)

anti the C02 + will then :ecombine forming CO, i.e.,

Co.+ +e + CO + 0 AHf0 = -8.32 eV (3.18)

where reaction (3.18) has a room temperature rate constant of 4 x 10
-7

cm3/s3 "5,3 -6 . Reaction (3.18) has at least three branches.
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CO 2
+ + e + CO(A 1r, v ( 2) + 0 (3.18a)

CO2
+ + e + CO(a 3, v < 0) + 0 AH ) -2.3 eV (3.18b)

CO 2
+ + e + CO(x 17, v 4 0) + 0 AH ) -8.32 eV (3.18c)

Gutcheck and Zipf3 "5 have studied the recombination of C02+ ions produced via

charge exchange from Ar+, as in the present system, and found that -5% of the

recombining molecules form the CO (A 1r) state will radiatively decay to

vibrationally excited ground state CO with a lifetime of -10
- 8 s.3 -7

CO(a 31) formation has also been observed in CO2+ recombination.

Wauchop and Broida3 "8 created C02+ through Penning ionization collisions of

CO2 with He(2 
3S) metastables and found that 55% of the CO2

+ formed in this

manner recombined to form CO(a 37). (Extrapolation of these results to the

present conditions is speculative since the ions produced in the experiment of

Wauchop and Broida3 "8 could have been both electronically and vibrationally

excited.) Reaction (3.18b) is sufficiently exothermic to produce CO(a 31) in

vibrational states as high as v = 11; however, states higher than v = 4 will

rapidly convert to the CO triplet states a 3 j, d 3A, etc., through radiation-

less curve crossings, and these states will then radiatively cascade back to

the 37 state. The CO(a 37) state has a radiative lifetime of several ms
3 .8

but it can be rapidly quenched by collisions with C02, i.e.,

CO(a 37, v < 4) + CO2 + 2 CO(X 1E) + 0 AHv ) -1.1 eV (3.19a)

+ CO 2 + CO AHv = -6.8 eV (3.19b)

Reaction (3.19) has a rate constant of -2 x 10-11 cm3/s3 "9 and thus for the

CO2 pressures of the present study CO(a 
371) will be quenched prior to radia-

ting (note the rate constant for quenching CO(a 31) by Ar is many orders
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of magnitude smaller than that for quenching by C02 .
3"9 The products of reac-

tion (3.19) have not been mesured; however both branches of the reaction can

lead to vibrationally excited CO. The dissociative branch can also produce a

second CO molecule. This reaction path has only enough excess energy to pro-

duce ground state CO in levels v 4 4 and thus by itself is not sufficient to

explain the present observations. The direct quenching branch (3.19b) is

highly exothermic but the lowest triplet state of CO2 is not energetically

accessible from this reaction.

One last source for CO production in the present system is quenching

by excited electronic states of Argon. The relative fraction of deposited

beam energy converted to Ar electronic states may be specified using a com-

puter model developed for the determination of the relative allocation of

electron energy deposited in gas mixtures. This code uses a set of parameter-

ized cross sections for each gas to determine the apportionment of absorbed

electron energy among the various possible paths of atomic and molecular

excitations and ionizations. The calculations are performed using the contin-

uous slowing down approximation and include the effect of the total decay (to

thermalization) in primary electron energy as well as the effect of all addi-

tional excitations/ionizations caused by secondary and higher order electrons.

This computer model is well documented 3 -10 and has been previously used to

provide electron energy allocation predictions in pure Ar3 " 11 and pure C023.12

among other gases. Furthermore, the parameterized cross sections required as

input to the model are now available 3 -13 for nine gases: Ar, H2 , H20, 02, N2 ,

0, CO, CO2 and He.

Energy allocation predictions have been made with this code for

several mixtures of C02/Ar; typical results are shown in Figs. 3.7 and 3.8 for

the case of one percent CO2 in Ar. The predicted excitation efficiencies for

various inelastic processes in Ar are shown in Fig. 3.7 as a function of pri-

mary electron energy. Similar results for CO2 are presented in Fig. 3.8.

(Notation is as in Refs. 3.11 and 3.12.) These excitation efficiencies, which
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are the fraction of primary electron nerqy partitioned into all relevant ion-

ization, electronic state and vibrational excitation processes, are seen to

asymptote for primary electron energies greater than 1 keV and thus the effi-

ciencies for 30 keV primaries will be the same as shose shown for 10 keV pri-

maries.

It can be seen from Figs. 3.7 and 3.8 that approximately 0.4 electron-

ically excited Ar atoms are created per ion pair. This fraction changes only

slightly as the CO 2 concentration is varied between one and ten percent.

Although only a fraction of the Ar* are metastable states, those electronic

states which do have optically allowed transitions to the ground will be opti-

cally trapped for the present experimental conditions (see Appendix III).

Thus they will either radiatively cascade to metastable states or be quenched

by CO 2. In either case the ultimate quenching can be dissociative. For ex-

ample, it has been observed3 *14 that quenching of Ar metastables by CO 2 can

lead to production of CO(a 3 7) state, i.e.,

Ar( 3 p) + CO 2 + Ar(IS) + CO(a3T) + O(3p) (3.20)

It should be noted however that the relative efficiencies for the various

reaction paths of such quenching processes have not been defined. Taylor and

Setser 3 "15 have noted that the quantum efficiency for reaction (3.20) is low.

In conclusio. then at least one CO molecule per ion pair will be

created in electron irradiated mixtures of C02/Ar by means ot the dissociative

recombination of CO2. As many as 2.2 CO per ion pair could be created if the

other reaction paths identified above all occurred with unit quantum effi-

ciency; this appears to be an unlikely upper bound, however. The experimental

observation that 2.2 vibrationally excited CO are created per ion pair is in

disagreement with these kinetic estimates, both because some ground state CO

must be created along with the excited molecules and because 2.2 CO per ion

pair estimate is an extreme upper bound. Recent measurements by Golde
3 "16

tend to reduce this upper bound even further. Furthermore, the observed
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vibrational level dependence of the CO(v) creation rate precludes dissociative

quenching of CO(a 3N) by CO2 (which accounts for half of the 2.2 per ion pair

estimate) as the dominant formation mechanism.

The final issue to address is the potential importance of beam

created species in the formation of CO(v). As pointed out in Chapter 2, the

steady state number densities of CO and 0 are expected to be -10 14/cm3 . These

species will not compete with CO2 in electron transfer from Ar+. The

reaction:

Ar + + CO + CO + + Ar (3.21)

is rapid but it will be immediately followed by

CO+ + CO 2 + CO 2
+ + CO . (3.22)

The charge exchange reaction

Ar+ + 0 + 0+ + Ar (3.23)

does not appear to have been studied but is most probably slow. Oxygen atoms

can, however, react with C02
+,

CO 2
+ + 0 + 02 + + CO AHf = -1.2 eV

(3.24)
+O + + CO2  A f = -0.2 eV

The molecular ion 02+ cannot react further with any of the neutral

species present and will ultimately dissociatively recombine.
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The net effect of reaction (3.24) is to destroy CO2
+ molecules more

rapidly than reaction (3.18). Note that the reactions (3.24) and (3.25) still

result in the formation of CO molecules. However, the exothermicities of

these reactions only allow excitation up to levels 4-5. Thus if the concen-

tration of oxygen atoms builds up to levels sufficient for reaction (3.24) to

dominate (3.18), a distinct change in the CO radiation profiles could occur.

The ratio of the rates of these two reactions is given by:

R = kj [el/k 24 [01 (3.26)

It can be readily shown that the steady state electron density may be speci-

fied by:

e = (a/k1 )
1/ 2  

(3.27)

where a is the local ion pair creation rate per unit volume. It has been

assumed that the average electron/ion recombination rate constant in the gas

may be approximated by kj. (This is certainly true when CO2
+ is the dominant

ion.) The local value of a may be defined in terms of the electron beam half-

radius via the relationship:

0X
+

(3.28)

2L 'ar
2

1/2

Where X+ was defined by Eq. (3.12). For a current of 1 mA the value of a at

the center of the field of view is found to be -I016 ions/cm 3s. Ferguson3 . 17

gives k24 as 2.6 x 10- 10 cm3/s, and with a beam creaed species [0) concentra-

tion of 1014 atoms/cm 3 , Eq. (3.26) becomes:

R , 2 ,(3.29)

This implies that reaction (3.24) could indeed play a role in the present

measurements.
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In order to examine this possibility several measurements were per-

formed at decrEAsed beam current and/or duty cycle in order to vary the con-

centrations of beam created species. No significant change in the efficiency

or CO(v) creation rates were observed in these cases which should have spanned

up to a factor of six decrease in 0-atom density. In an additional set of

measurements 02 was added to C02/Ar mixturos in an at-mrnt to see i. increased

0-atom concentrations would change the CO fluorescen-c. No ch-ange in either

intensity or in the level dependent creation ratesi of 7_'(v) was obsrved.

These data are taken as evidence that reaction (1.24 - - onimportant loss

mechanism for C02+ in contradiction to the previous estimate, Eq. (3.29).

This contradiction could result from uncertainties jr. the rate constants and

densities used in evaluating Eq. (3.26). Alternatelv there may be unidenti-

fied loss mechanisms for oxygen atoms in the system.

3.5 Summary

The mechanics of producing vibrationally excited CO in electron irra-

diated mixtures of Ar/CO 2 has been examined. CO(v) excitation rates per ion

pair have been deduced for vibrational levels 1-13 and the averaqe level of

excitation has been found to be 3.5 vibrational auanta. It has been deter-

mined that approximately 2.2 vibrationally excited CO created per ion pair and

that some 7.7% of the deposited beam energy is allocated to CO vibrational

energy. These observations cannot be reconciled with the potential kinetic

mechanisms considered for CO(v) in this system, additional mechanisms or sys-

tematic errors must be found before these results can be understood.
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4. NITRIC OXIDE EINSTEIN COEFFICIENT RATIOS DETERMINATION

4.1 Introduction

A determination of the radiative lifetimes of high vibrational levels

of molecules is of fundamental interest, providing information on the dipole

moment function and indirect evidence about the molecular potential energy

surfaces. Data on the Einstein coefficients of high vibrational levels is

very limited. One example of such measurements is provided by the recently

evaluated Einstein coefficient ratios of CO Av = 2/Av = 3.4.1 Previous work

by the authors provides a bound to the absolute Av = 1 Einstein coefficients

for CO v = 7-12.4.2 The present work presents measurements of the ratios

A+v_2/Av+v_.. for NO (v = 2-9). The radiative properties of nitric oxide are

of fundamental interest in a wide variety of fields such as combustion, laser

and upper atmospheric modeling. Additionally, vibrational fluorescence from

the fundamental and first overtone bands of NO (X2 7) is an important source of

infrared radiation in the disturbed upper atmosphere. The dominant mechanism

for formation of vibrationally excited NO in aurorally disturbed atmospheres

can be the reaction: 4 "3 ,4 "4

kl

N( 2 D) + 02 + NO(v 4 17) + 0, AH = =3.77 eV , (4.1)

where the N(2 D) atoms are produced as a result of the auroral electron dosing.

The unrelaxed vibrational distribution created by this reaction has been ex-

perimentally observed previously.4 "5 The distribution shows a uniform crea-

tion rate for molecules with one to eight vibrational quanta of excitation,

with decreasing rates for the higher levels up to 12 quanta (which was the

highest level from which emission was observed). The distribution for auror-

ally induced NO fluorescence may be determined by coupling the distributrion,

which is taken as the initial distribution created in the upper atmosphere,

witn a relaxation model that includes the Einstein coefficients.
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In order to relate (atmospheric) emission quantitatively to a molec-

ular vibrational population distribution, the absolute thermally-averaged

vibrational emission rates or Einstein coefficients must be known for all

levels of interest (v < 12). Several theoretical models of the NO Av = 1, 2

coefficients exist.4.6-4.9 Billingsley, in a rigorous treatment,4 "6 develops

a theoretical electronic dipole moment function for the ground state and, in

addition, takes into account vibration-rotation coupling and spin-uncoupling

effects. Michels' theory, 4.7 which is based on a less sophisticated dipole

moment function, was intended for prediction of the Einstein coefficients of

the lowest vibrational levels and is not expected to be as accurate for large

v. The thermally averaged Einstein coefficients for &v = 1, 2 transitions of

NO based on these two theoretical models are presented in Fig. 4.1 for v 13.

It is seen from the figure that the two calculations track well at low v.

Michel's predictions for the fundamental and first overtone Einstein coeffi-

cients cross above level 7, i.e., the overtone band emission would be more

intense than the fundamental for all levels above 7. In contrast, based on

Billingsley's theory, the fundamental emission would be more intense for all

levels plotted. The differences between the theories are most evident in the

ratios of the overtone to fundamental Einstein coefficients, Av+v_2/Av+v_...1

The two models would provide significantly different ratios of fundamental to

first overtone emission intensities at elevated NO vibrational temperatures.

Although Billingsley's model appears to be preferred, there are as yet

no experimental data available for verification of his theory. Only inte-

grated band intensity measurements have been made4 "1 0- 4 "12 and these can not

be scaled to provide high vibrational level information because of vibrational

anharmonicity and limited dipole moment function knowledge. As a result, only

A1+0 and A2+0 are accurately measured. Elementary scaling of the fundamental

and overtone Einstein coefficients, according to the relation:

Av+vj = v A1+0 , (4.2)

is found to disagree with both theoretical predictions with increasing v.
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We report here the first experimental determination of the ratio of

these vibrational-level dependent Einstein coefficients for the fundamental

and first overtone bands. The present results yield the necessary data for

theoretical evaluation and provide support for theoretical predictions of

absolute radiative decay rates. These experiments were performed on the

LABCEDE facility at the Air Force Geophysics Laboratory. This apparatus has

been described previously 4 "2 ,4 " 13 and only a brief description will be pre-

sented here. For this study, N2/trace 02 mixtures were irradiated by a 36 keV

electron beam to form highly vibrationally excited NO. The high energy pri-

mary electrons undergo inelastic collisions with the molecular nitrogen which

can result in electronic excitation (forming N2 (A)), dissociation (yielding

N(2D), N(4 S)), or ionization (N2
+ , N+), of the bath gas. Subsequent ionic

reactions can result in additional formation of N(2D) or N(4S). The N(2D) so

created reacts with the molecular oxygen (Reaction 1) to form vibrationally

excited NO. A small fraction of the electron-beam energy dsposited in the gas

mixture appears as infrared fluorescence and this fluorescence is dominated by

NO fundamental (Av=1) and overtone (Av=2) emission. Because a Michelson

interferometer is used to resolve the emission, both bands can be observed

simultaneously using an indium antimonide detector. Geometric and temporal

intensity fluctuations cancel and thus an absolute determination of the rela-

tive intensities of the two bands can be obtained. Spectral curve fitting

techniques utilizing synthetic NO spectra permit determination of the relative

emission rates for the fundamental and first overtone transitions out of each

vibrational level observed. Ratios for levels 2-9 are presented.

A brief description of the experiment and operating conditions is

given in the next section of this chapter. The spectral curve fitting and

analysis are presented in Part 4.3, with the summary and conclusions appearing

in the last section.

4.2 Experimental Measurements Program

A detailed description of the LABCEDE operating conditions has been

given in Section II of the report for CO2/Ar mixtures, and only the modifica-

tions made for these measurements will be mentioned here. The gases used in
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these experiments were ultrahigh purity nitrogen and oxygen, further purified

using a dry ice-acetone trap to remove H20. The two gas flows were monitored

using calibrated flowmeters. In a previous set of mesurements4 o14 it was

observed that the NO fundamental band fluorescence was nearly two orders of

magnitude weaker than the CO fluorescence for similar operating conditions.

In order to improve the NO signal level the electron beam acceleration poten-

tial was increased to 36 kV. As a result the current in the beam increased

significantly, increasi> g energy deposition and the total fluorescent signal

level. In addition, it was found that when the concentration of oxygen was

varied from 20% to a trace of the nitrogen pressure, signal levels increased

drastically. With the present gas mixture only NO fundamental band fluores-

cence is observed in the band pass of the lead selenide detector, and the

total detector signal may be used as an indicator of NO fundamental band

intensity. The signal was observed to peak when the 02 concentration was low,

around 0.3 torr, and decreased fairly rapidly on either side of this maximum.

Molecular oxygen quenching of NO has been measured to be rapid (see Chapter

5), and clearly a balance exists between providing sufficient oxygen for NO

formation and an excess causing NO fluorescence quenching.

The optical path between the detector and the experiment was strongly

purged and dried to attempt to minimize the ambient H20. The Lorentzian water

vapor absorption lines are much narrower than the experimental spectral reso-

lution but can coincidentally overlap NO emission lines both in the funda-

mental and overtone regions. The blackbody calibration cannot properly

correct for this effect because of the 10 cm-1 resolution and thus water vapor

absorption could result in a distortion of the deduied Einstein coefficients.

The magnitude of the effect of atmospheric H20 will be discussed in the

analysis.

Three different detectors were utilized during these measurements. An

indium antimonide detector (77 K, response time < I Ps) was used to observe

both bands simultaneously. Unfortunately, its spectral response decreases

drastically at wavelengths corresponding to v > 4 transitions of the NO
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ESister:: c,-etf ir:ient ratios out to high vibrational ie'fis. bcn:imental .n-

d:itions weilR cl, lely duplicated 1-etween runs with ' e _ lte:- )rs. A

xe.rhable bandpaqs amplifier (PArQ Model 113) was used t, reict- -,e hiq:i f-a-

quency resp nse of the aiqnal from each detector to lt , wh:ic : is

stifficientlv fast to follow the 10 ms beam pulse.

The detector 3ianal is sampled by an A/D cenverter an] stored in rh:

memory of a PDP/15 computer jedacated to the experiment. hqe irrferq:-a-t

si-znal is referenced relative to the mirro:- position and eLect-,rr beam n.ise

onset. Siqnals from about 50 consecitive pulses are averaged t ;t each rror

sav.plion positio. Abc-ut one-balf h.'our was _-equired to scan t1e ante'fer-

omter for eacb run ind obtain spectra with 1o cm- 1 resolutian. If the exp-'r-

imental pressure or beam current varied by, !nore than 3*. durinq this time, te

la-a 4ere discar-ed.

interferograms were acquired at 0.5 ms intervals during c-d af-er t(e

pulse. The spectrally resolved data were found to reach stead--state values

(for all three detectors) over the entire emission band within 5 or b ms after

beam onset. This is paimarily determined hy the detection system resnonse

time and is governed primarily by the bandpass amplifier. When not limited by

the bandpass amplifier, the fluorescence is observed to reach a constant value

in less than a millisecond with the fast PbSe detector. After the spectra

reach their steady-state distribution, fluctuations of the data are less than

5%, as is expected from the constancy of the total fluorescent intensities.

The small magnitudes of these fluctuations indicate excellent data reproduci-

bility. Time resolved spectra are only needed for comparison of data from
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different detectors. The emission from all vibrational levels must reach

steady-state during the pulse in order to permit the ratio of the radiative

emission rates for each level to be determined. Temporally resolved data are

required for a companion set of measurements of the relaxation of NO in these

mixtures reported in Chapter 5.

The present series of mneasurements was made at both 10 and 20 torr N2

w-'th flow rates of 5 standard liters/min. The oxygen pressure was kept con-

stant at- abouit 3% of tne N2 pressure. This concentration gives ")- naiximum

f~luorescent intensity at these pressures, illustrating the balance between

sifficient C.- formr NO by reaction (1) and 02 quenching of vilbrati-onally

exrit-d No. r~the final part of tie calibration, the interferometer was

r- ate(4 t-~ a I . ' zniackbolv% -tandlarl1 in order to obtain the rel it ive

- nt'~ .~oaama 'v )urt--tranISforoed into spectra, eo.3,ch orres-

ncteri 1'jJj qe'a lctuon) bea'-: pu),lse. The,7 sp',--ra qere

for-r' -si*,pMse to qi!e- , libra-c d L t:K

w~itslr~ ~spectral res-ponso s of -tie lead sulf ide

I [ e-~ "i-v'; ! w j 2 z"ci(nt t,) &I low the resnc.7tive overlone

ani ]kndarr,!itat unece from ali emitting vibrational levu ls to be

7-eohser.,eu ernissio interi-ity fromn e-i.,h vibrational h 3-d ma,.,

NV Av*v-n
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where Nv is the total number of molecules within the field of view which are

in vibrational state v, Av+vn is the Einstein coefficient, and hcv is the

energy of the emitted photon. The observed fluorescence is composed of emis-

sion arising from up to 10 vibrational levels. Because the emission from

these levels is spectrally overlapped, a curve fitting procedure has been

developed to match computer generated NO spectra from different vibrational

levels to the observed emission.

The method for generating the spectrally resolved emission predictions

and curve fitting has been given previously,4 "2 ,4 -3 and only a brief descrip-

tion will be given here. The total intensity in a rotational line of a vibra-

tional band may be written

h 2c 2V4SPQ,R
v v-n J v
IJ+jj±1 u = Av+v-n Nvexp (-BvJ(J+1)hc/kT) (4.4)

3
kTvv+v-n

- C(v, T, v, J) Av+v-n Nv,

where Av+v-n is the fundamental (n=1) or overtone (n=2) Einstein coefficient,

Vv+v.1 is the band origin (cm-1 ), V is the frequency of the individual line,

h, c, and k are Planck's constant, the speed of light, and Boltzmann's con-

stant- respectively, Bv is the rotational constant for level v, SP,QR is the

Honl-London factor, T is the rotational temperature, and J is the rotational

quantum number. The heating of the gas by the electron beam has been measured

as only a few degrees, and the NO rotational temperature is assumed to be in

equilibrium with the gas translational temperature at 300 K. This assumption

is verified through a spectral comparison. The values for the
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spectroscopic constants used in the present analysis which are taken from

Goldman and Schmidt, 4 "15 are (in cm-1 ) we = 1903.937, weXe = 13.97,

weye = -0.0037, and Bv = 1.705 - 0.0176 (v + 1/2).

Calculation of the intensity for each rotational line within the vi-

brational band and subsequent convolution with the instrument function (reso-

lution = 10 cm-1 ) permits creation of a unit intensity basis function, &v(V)

for each vibrational transition. The calculated intensity at any frequency is

the sum of the overlapped basis functions at that frequency, viz.

In(V) = I NvAv+v-n v(v). (4.5)
v

The quantities NvAv+v.n are adjusted by the least-squares fitting routine so

that the square of the differences between the data I(v) and fit In(V) is

minimized. Because the fluorescence from the fundamental and overtone bands

is observed simultaneously from the same emitting volume, the fitted quanti-

ties NvAv+v-n may be directly ratioed to obtain the Einstein coefficient

ratios Av+v_2/Av+v I.

The above analysis assumes that the gas is optically thin for both

fundamental and overtone emission. A great advantage of the LABCEDE experi-

ment is that the radiating species are created in situ by chemiluminescent

reactions so that there exists only a small population of the ground state

molecule of interest in the observation volume. Upper bound estimates of the

NO concentration lead to the conclusion that the fractional reabsorption of

the emitted fluorescence is less than 5% even at the line center of the

strongest rotational line within a vibrational band; thus, self-absorption may

be neglected.
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Examples of typical fits of synthetic overtone and fundamental spectra

-o the experimental data are shown in Fig. 4.2. The data were taken with PbSe

and PbS detectors. The contributions from some of the individual basis func-

dions to the total intensity are included along the bottom of the figures.

rhe synthetic spectra match the envelope of the emission very well. The stan-

lard deviations of the fits are less than 3%. However, at smaller wave

iumbers where detector responses are decreasing, spectral noise is significant

and the quality of the fits decreases. In the fundamental band, the basis

Functions are sufficiently overlapped so that no individual vibrational

branches are resolvable. For the overtone spectra, the P-branch radiation

from the vibrational level v strongly overlaps the R-branch emission from the

level v + 1; only the v = 2 R-branch is not overlapped. Fluorescence from

level v = 10 is definitely observed in the overtone spectra. Even though

great care was taken to remove H20 from the atmospheric optical path, some

residual water vapor remained, as is evidenced by the structure in the funtA-

mental band fluorescence between 1600 and 1800 cm- . The atmospheric water

vapor lines randomly overlap NO rotational emission lines and act to decr9 me

the detected intensity. As a result, the values of NvAvv,- calculated rr

those levels which suffer absorption will be slightly lower than the unatrenu-

ated values. This absorption has been estimated to have less than a 5% effocr

on the calculated values for the populations (and consequently the ratios).

Comparison of the NvAv~v-n values calculated from fits to the TnSh

data permits direct calculation of the quantities Av~v_2/Av-v_. for v = 3

and 4. These values are displayed in Fig. 4.3. The plotted points are the

average values of the ratio taken during steady-state of the fluorescence

sianal. The NvAv~v-n values deduced from fits to similar runs using different

detectors will allow Avlv_2/Av~v_1 to be determined only to within an arbi-

trary constant due to geometry and absolute response uncertainties. Nine sets

of data from the PbS and PbSe detectors were used to determine this ratio for

levels up to v=9. The average values of the ratios obtained from these runs

wrt nen normalized to the values at v=3, 4 obtained using the InSb detector.
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Fig. 4.3 Experimentally determined Einstein coefficient ratios for first
ove-tone/fundamental bands of NO. Billingsley's theoretical pre-
diction is shown for comparison
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These normalized points are present- 1 as circies in -Q . 4.3. Their asso-

eiated error bars represent th, cumi 'ative effect ot eirors iue to ur~certai'-

i, s jn the fittinu -f each vi-rati, -I popiation, vari' .1o iT, the popul,-

ti,)ns due to tempn rai fluctuat ns ,f the f uorescence di i:j i nre pulses,

Prrects of H2 0, and the statist cal leviat -ns of the avrra 1 ;,a.ues fIom

daTrferent iuns. hese errors tre a cumulaIvrI as the sq..., e . :t of the sum

re squares of all the contrib:t io, -, and t Ie displayed rrc s are .,-us

elt to represent an upper bound f- the statistical er ,rs rE-'o--r jn

Ariations. No attempt has be-!, m- le to include an est ,a -i, ;)f the , n.i-

.de of systematic experimental er..or. The uncertainties i!, -r ratic's <re

areatest for the levels with the weakest eissiorL intensitie, -e " iiqhlst

levels (8, 9, and 10) are not significanly populated and t[ iu '-es-e,

intensity is close to the noise level. Level 10 can be obsezved .,,it our

analysis predicts a complete uncertainty in its Einstein coefFiCi.nt ratio.

The low overtone intensity of level 2 is a consequerca of its lonm4 radiative

lifetime for overtone emission; N2 A2, 0 is small even though th vibrational

population is significant and this emission is close to the not le level.

Noise appears as spectral intensity and erroneously increases the N, values

.1irinq the fitting. The overtone spectra are noisier than tht fundamentaL

an'i, and as a result the Av~v-2/Avv I ratios For levels 2, 8, and 9 are

elevated with the A2 4 0/A 2 1 ratios being most siqnificantly &F-ected. The
value of A2+ 0 /A2+ 1 is reduced to 0.030 for those experiementu having the

smallest spectral noise level. This value is in mu-h better agreement w'th

Billingsley's predictions, which are also plotted in the figure. The values

of the ratios plotted in Fig. 4.3 refer to the entire data base for all

levels; however, the large error bars for levels 2, 3, 7, 8, and 9 reflect

increased uncertainties produced by decreased signal-to-noise ratios.

Billingsley's predictions of the ratios are seen to agree well with the trend

of the experimental points out to the highest levels. The absolute values at

levels 3 and 4 are seen to agree with the theory to within 3%.

4.4 Summary and Conclusions

The fluorescent emission from electron-irradiated mixtures of N2 with

trace 02 has been spectrally resolved us~na a Michelson interferometer. By
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using three different detectors, the total fundamental and overtone emission

from NO could be observed. Nitric oxide emission dominated the infrared

fluorescence and exhibited emission from molecules with up to ten quanta of

vibrational excitation. Utilization of an indium antimonide detector per-

mitted the absolute relative intensities in both NO bands to be obtained.

Fitting of the data with computer-generated spectra permitted a determination

of the quantity NvAv+v.n for all v < 9 and n = 1, 2 as a function of time

during electron irradiation. Stedy-state values of this quantit2 were aver-

aged and ratioed to give the first experimental measurements of the ratio of

NO Einstein coefficients Av-v_2/Av+v..1 Comparison of these measured ratios

with theoretical predictions provides strong support for the calculations of

Billingsley.
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5. THE VIBRATIONAL RELAXATION OF NO(v=1-7) BY 02

5.1 Introduction

An understanding of the relaxation kinetics of high vibrational levels

of molecu',-o is necessary for the proper interpretation of non-equilibrium

enoen wlhich occur in a broad range of applications such as infrared gas

Acers, rocket plumes and the disturbed upper atmosphere. In particular,

Sric cx.,e is a prominent infrared radiator in tbl. ionosphere and knowledge

- :s vi brational energy transfer rates with atmospheric species is needed to

pz ',v!r~y 4Jofcribe non-equilibrium infrared radiative phenomena in the excited

trcspr re. such as during an aurora.

The dominant collisional partners for quenching of vibrationally ex-

cited NO in the upper atmosphere are N2, 02 and 0. There have been several

measurements of the relaxation of the first excited vibrational level of NO by

02 and N2 and the rate constants for these processes are well established,

e.g.:

ko0
2

NO(v=1) + 02 + NO(v=0) + 02; k0  (2.4 - 1.5) x 10-14 cm3/s5 "1  (5.1)
2

(2.8 - 0.25) x 10-14 cm
3/s5 .2

(2.6 ± 0.15) x 10-14 cm
3/s5 3

= (2.9 ± 0.5) x 10-14 cm
3/s5 4

kN2

and NO(v=1) + N2 + NO(v=0) + N2 ; kN = (1.7 ± 0.7) x 10- 16 cm3 /s 5 .1  (5.2)

2
= (1.3 ± 0.1) x 10-16 cm3/s

5 .3

= (1.4 ± 0.15) x 10-16 cm3/s5 "5.

Oxygen atoms become a major atmospheric constituent above 90 km, and relaxa-

tion of NO(v=1) by 0 has been measured5 "6 to be very efficient (k0 - 6.5 +

0.7 x 10-11 cm3/s). All of the above rate constants are specific to 300 K.
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Very little data exists for the relaxation of vibrational levels v > I

for these species. Whitson, Darnton and McNeal5 -7 have placed bounds on the

rate constants of the processes:

NO(v) + 02 + NO(v-1) + 02 (5.3)

for v=1-7 based on Lambert-Salter probability scaling of v=1 data using con-

stants based on their experimental data. Their deduced scaling is less than

linear with v. However, because their data was acquired in a time-to-steady-

state flowing afterglow experiement where relaxation is not actually observed,

the analysis required to deduce rate constants is complex.

In this chapter we report a measurement of the relaxation rate con-

stants of NO(v=1-7) by 02 on the LABCEDE appraratus, which has been described

previously. NO is created vibrationally excited in nitrogen/trace oxygen mix-

tures irradiated by 36 key electrons. Energy is deposited in the gas mixture

primarily by inelastic collisions of the primary and secondary electrons with

N2 . These collisions are dominantly with N2 and can result in N2 electronic

excitation (e.g., forming N2 (A
3 Eu+), etc.) dissociation (forming N(4 S),

N(2D}I, or ionization N2+, N+). Subsequent reactions can lead to the forma-

tion of additional atomic nitrogen, e.g.:

N2+ 0 + N( 2D)/N(4 S) + NO +  
(5.4)

NO + + es + N(
2D)/N(4 S) + 0 (5.5)

N+ + 02 + N( 2D)/N(4 S) + 02 +  
(5.6)

where es is a beam-created secondary electron. (Under the present experi-

mental conditions it is likely that the charge transfer reaction N2+ to 02
+

will dominate over reaction (5.4).) The atomic nitrogen so created will then

react to form NO.
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N( 4 S) + 02 NO(v<6) + O; k7300 - 9 x 10- 1 7 cm3/s- 1 5.8 (5.7)

N(2D) + 02 + NO(v418) + 0; k8
3 00 = 5.2 x 10-12 cm3/s "1 5.9-5.11 (5.8)

From the reaction rates for (5.7) and (5.8) it can be seen that unless

N(4S) > 105 N(2D), the (2D) reaction will dominate.

The initial distributions of vibrationally excited NO formed by these

reactions have been measured. The two measurements of the N(4 S) reaction dis-

tribution5 .7 ,5 "12 differ somewhat, but both predict insignificant population

of levels above v=5. The N(2D) reaction nascent product distribution has been

measured5 "13 to have vibrational levels 1-8 essentially equally populated.

Population of the higher levels was less probable, but levels up to v=12 were

observed. The observed NO fluorescence in the present experiment exhibits

contributions from levels with v(10; thus N(2 D) is at least partially respon-

sible for the NO formation.

The NO relaxation is studied using time resolved Fourier spectroscopy

to deduce the total relaxation history for each level at a given 02 pressure.

Variation of the 02 pressure then permits isolation of the portion of the

relaxation due to 02 by means of a Stern-Volmer analysis. A similar analysis

has been completed previously5 "14 for CO relaxation by CO2 . The details of

the experiment and spectral fitting will be briefly summarized in the next

section. The kinetic analysis and the possible effects of beam-created

species will be considered in Part 5.3. Global kinetic effects and the com-

puter modeling effort will be discussed in Subsection 5.4. A summary and dis-

cussion are given in the last section.
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5.2 Experimental arnd ata Analysis

Details of the interferometric technique providing simultaneous tempo-

ral and spectral resolution has been presented elsewhere.5 " 14- 5 "16 For these

experiments 36 keV electrons were directed into mixtures of N2 at 20, 50 and

100 torr with trace concentrations of 02 (0.02-5 torr). The kinetic measure-

ments analyzed below were made with 50 torr N2 in the tank. Typical electron

beam currents were 1.5-1.7 mA during a 1.0 ms pulse. During this pulse, the

spectrally integrated intensity on the detector (as observed during data

acquisition) nearly reached steady-state, and longer pulses did not substan-

tially improve signal levels. The observed decays were rapid (0.1-3 ms

depending on 02 pressure), but a beam period of 20 ms was used to prevent

excessive build-up of beam created species. Nitrogen gas was flowed at five

standard liters per minute, which corresponds to a residence time of 2.5s in

the field of view. As a result, the gas within the field of view was irra-

diated by many sequential electron beam pulses. Experimental considerations

limit the maximum interpulse time, and thus products of electron induced

reactions build up and complicate the relaxation kinetics. Their effects will

be discussed in the kinetic analysis section.

The gases used in these experiments were altrahigh purity nitrogen and

oxygen, trapped with a dry ice-acetone bath to remove H20. A lead selenide

detector was positioned at the exit plane of the interferometer for detection

of the NO fundamental band emission. This detector had an intrinsic time

response of 75 jis, but the response of the detection system could be further

reduced (to decrease noise levels) using a bandpass amplifier. The PbSe

detector used for these experiments had a significant low wavenumber response

out to 1430 cm-1 . As a result, the detector did not artificially cut off the

fundamental band fluorescence - the emission from all populated levels was

observed.

Data was acquired at 100 Us intervals during and after the beam pulse,

with the data from 50 consecutive pulses being averaged to improve signal to

noise prior to storage on magnetic tape. Subsequent data manipulation permits

generation of the interferograms and spectra of the fluorescence at 100 iis
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intervals. All signals are referenced to a baseline just before beam onset.

In this manner the beam-created portion of the emission is separated from the

background radiation. A typical set of fluorescence intensities are plotted

in Fig. 5.1 at 100 Us intervals after beam termination. As the final part of
the calibration, the interferometer was rotated to view a 1173 blackbody stan-

dard in order to determine the relative spectral response of the detection

system.

The experimental NO spectra were corrected for detector response then

spectrally fit with synthesized basis functions to determine the relative

intensity contribution of each vibrational level to the observed emission.

The amount of NO created is sufficiently small so that the gas is optically

thin. The NO spectroscopic constants of Goldman and Schmidt5 " 17 were used in

this analysis. A fuller description of the fitting procedure is provided in

Chapter 4.

A typical fit to the data is presented in Fig. 5.2. The data shown is

a spectrum of the fluorescence at beam termination from a mixture of 50 torr

N 2 , 1.5 torr 02. The contribution of several individual vibrational levels to

the total intensity is shown along the bottom of the figure. Emission can be

observed from up to 10 excited vibrational levels. Emission from still higher

levels may be present at very low levels, but the signal would be buried in

the noise beyond 1600 cm-1 . The intensity fluctuations in the data between

1650-1750 cm-1 appear to be due to the random overlap of atmospheric H20

absorption lines with the NO emission lines. Even though H20 was purged from

the optical path, some residual water vapor remained and acted to decrease the

detected intensity. This absorption is estimated to have less than a 5%

effect on the calculated populations and rates. On the whole, the generated

spectrum closely matches the data and the standard deviation of the fit is

only 3.5%.

The deduced time histories of the NO vibrational populations during

and after an electron beam pulse in 50 torr N2 , 1.5 torr 02 are shown in

Fig. 5.3 for vibrational levels 1-5. The highest vibrational levels are seen
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Fiq. 5.1 The time and spectrally resolved fluorescence from NO(L-v=l) transitions
at 0.1 ms intervals after beam termination. Time is plotted as increas-
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to the time of beam termination. These spectra have been corrected for
detector response.
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to decay most rapidly after beam termination. These decay times approach the

system response time for high v especially at the larger 02 pressures. Never-

theless, the decay in these populations can be followed over more than an

order of magnitude due to good signal-to-noise levels. Levels 3-5 are seen to

reach steady-state values during the pulse -their rapid decay balancing beam

excitation. The temporal behavior of sets of coupled vibrational populations

were used to determine level-dependent relaxation rates for each 02 pressure.

Details of this analysis are given in the next section. However, to isolate

the effects of 02 relaxation from other relaxation mechanisms, several series

of runs with increasing oxygen concentraions were made. In total, measure-

ments were made at 14 oxygen concentrations between 0.017 and 5.0 torr of N2.

The populations deduced from this data form the base for the following kinetic

analysis.

5.3 Kinetic Analysis

The observed population decays are likely to have contributions from

several relaxation processes which can occur simultaneously under LABCEDE con-

ditions. Quenching by the reactant gases is expected to dominate radiative

decay, which has rates of 10-60s -1 for v,1-7 of the NO fundamental band. 5 "18

At 50 torr of N2 the rate of quenching v=1 of N05 "1 j5 "3 ,5 *5 by N2 would be

260s-1; the N2 quenching rates are expected to increase with vibrational

quantum number. The rate for quenching NO(v=1) by 025.1,5.4 will vary between

10-4000s-1 over the experimental range of oxygen concentration. Again the re-

laxation constant is expected to increase with vibrational level. Thus at

oxygen pressures of several torr, relaxation by 02 can be an order of magni-

tude faster than N2 quenching and orders of magnitude faster than radiative

decay.

Unfortunately, as a result of the experimental flow conditions, a

fresh gas sample was not irradiated with each pulse. Thus reaction products

from previous pulses will still be in the irradiated volume and can interact

with the vibrationally excited NO. These long-lived beam-created species
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are 0 and N atoms formed by direct electron impact and ionic reactions, and

the products of their subsequent reactions which yield 03, NO, and NO2. Com-

puter modeling of the revelant neutral kinetics indicates that 0 atoms will be

the dominant beam created species, being removed primarily by diffusion and by

its reaction with 02:5.19

0 + 02 + N2 + 03 + N2  k = 5.6 x 10- 3 4 (T/300)'2 .2 3 cm6 s- I  (5.9)

the next most prevalent species will be N and NO, but they destroy each other

in the reaction:
5 °19

N + NO + N2 + 0 k = 3.4 x 10- 1 1 cm 3 s-1  (5.10)

which creates an additional 0 atom. N atoms are also removed in the creation

of NO via reactions (5.7) and (5.8) resulting again in the production of

oxygen atoms.

A computer model was used to predict the interactive temporal behavior

of the species concentrations during a series of beam pulses. It was found

that as the 02 concentration increases, the NO concentration linearly in-

creases through reaction (5.8). The atomic oxygen concentration is predicted

to linearly decrease with increasing 02 pressure because of reaction (5.9),

and the product of [0] [NO] will remain roughly constant. Moreover, the model

predicts that at low 02 pressures (0.2 torr) the NO concentration will quickly

decay after beam termination, while O-atoms will be nearly invariant. As the

02 pressure increases the two decay times should approach each other. This

model will be discussed in more detail in Section 5.4.

In order to experimentally verify our modeling predictions of beam-

created species, a separate measurements program was undertaken to monitor the

O + NO afterglow emission. When atomic oxygen and nitric oxide are mixed, a
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continuum emission extending from 375 to beyond 3000 nm is observed, the

intensity of which is linearly proportional to the product of the number

densities of (01 and (NO]. The reaction

0 + NO + NO 2 + hv; k = 6 x 10- 1 7 cm 3 s-1  (5.11)

is well studied5 "2 0 "5 "22 and the chemiluminescence spectral distribution is

known. The observed NO2 continuum intensity is nearly invariant over the

range of 02 pressures studied, suggesting that the product of 0 and NO concen-

trations is constant in good agreement with modeling predictions. Moreover,

at low 02 pressures, the NO and 0 afterglow exhibits a biexponential decay

which tends to a single exponential as 02 increases, again as predicted.

Unfortunately, the NO concentration in these mixtures is not known and so the

absolute O-atom concentration could not be determined. Nevertheless, the

qualitative agreement of the modeling with the chemiluminescence experiment

temporal and intensity behavior supports the accuracy of the modeling. The

afterglow experiments are described more fully in Appendix IV.

At large 02 concentrations, 03 is predicted to be the dominant beam

created species (from reaction (5.9), with O-atoms an order of magnitude lower

in concentration. The reaction of 03 with NO,

03 + NO + NO 2 + 02; k = 1.8 x 10-14 cm 3 s- I  (5.12)

proceeds at a rate which is considerably less efficient than O-atom quenching.

Likewise beam created N-atoms rapidly react with NO by reaction (5.10) but are

expected to be an order of magnitude down in concentration from 0. NO self-

quenching proceeds with a slower rate than the atomic processes, i.e.,

NO(v) + NO(0) + NO(v-1) + NO(1); k < 2 x 10- 12 cm3s-1  (5.13)
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for v-1-85 *2 3 and should be negligible for anticipated NO conceritratir ns.

Lastly, relaxation by specie-s such as N2 0 or NO 2 could rot compete witsi ')-atom

relaxation even if these proce~ses proceeded at aas kinet::c ratec. Relaxaticn

by trace impurities introducel with the reactant qacm--s is expectei to be

negliqible. An impurity of several parts re:r mil Lion in, the 142 wolave to_

exhibit a gas krinetic rate for quenching o~f NO i-n o,:r~er to compet- '.wth th e

above processe. Because the gases are trapped to remove H-)U, :the most 11-11v

r-andidate, it is concluded that the the role of these impurities should be

'zhus the observel temp-)ral hristori,2s of the v'Ihratio-il -topulations

nay be interpreted in terms of quenching by the reactant g4ases N-~ C)', andi trie

bean-created species 0, and by radiative decay. The total --uenchinq rate for

each level v, Rv, may then he written 3s a sam of these processes:

= C) Ik0  o () [021 + ("r r'_ -11 + A .-

F'or the case of single quantum relaxation the chanap in t-he obsorr'eil

P-riulation of a vibrational level as a function of time is a halance hetween

Fe1no, throuah quienchinq of the level above ani lossei3b relax~ation into th,-

nox*- lower level. The master equations which describe tic time rate of c)-11%-T

-f the '>riple'i vibrational populations may then he written-

In
- -Rlnl '_ R 2
d-t

;Inn
-_ Rm-lIn + TRm+Ir'm+1 (5.*1 )

dt

'inN

dt
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wheze N re;resents the most highly excited vibrational level, and n, in the

reiative nooulation of vibrational level m. Determination ot tne R values :s

complicated by the numerical inaccuracies introduced upon evaluatino the

slopes, ln.>it, of the experimental data. A time integrated approach devel-

opel ptevio:nsly for CO relaxation measurements, 14 improves the accuracy of

the ieluc'U values of R,. Integrating Ej. (5.15) over all times between t I

n',t 1 ) - nm(t,) = Rm+Ia,,+ - R, am

tj

T is integr l form of the master eouations is parti -ularly useful in thal it

not only e& ;iinates the need for derivative valaes but also a] !-7w, letermina-

t>)r of tnl best value of R, over a specified time interval, e-f , i:"lv 'il-

tering ra- iom fluctuations in the population histories introduced t;: 'i "

SiJria'( rr ess. arranoing Eq. ('.16) permits direct specificdtin: thf

: P L~L! Ar of measured quantities.

N

P = - Lnv/am . (. 1q

T d-a'tivstion rates T"K have been deduced from the me.sured vibra-

tiona, silati-r, histories (suclT as shown in Fig. 5.3) through use of

(E. (5.18). The populv-ions were tynically intearated over 1 ms starting



just after beam termination (populations were measured at 0.1 ms intervals).

Variation of the time interval chosen for integration has only a small effect

on the deduced rates. The populations of the highest vibrational levels tend

to be the least accurately determined; primarily because the rapid relaxation

out of these levels causes the populations at all times to decrease with in-

creasing v (see Fig. 5.3) thus resulting in signal-to-noise limitations being

more important for the higher levels. Accordingly, the rates could generally

be evaluated for only the lowest seven vibrational levels even though emission

from ten levels was observed under the best conditions. It was found that in-

clusion of the more poorly determined populations in the analysis produced

only 5-10% changes from the rate values determined without the high v data.

The aim of the analysis is not to deduce the rates Rm, but to separate

the effects of the competing relaxation processes (the different terms in

Eq. (5.14), isolating the contribution of 02 relaxation to permit deduction of

the rate constants, k0 2 (v). Although the computer modeling and visible

afterglow measurements helped to identify the importance of the various

quenching partners, absolute concentrations of beam created species could not

be determined and the role of 02 quenching cannot be completely isolated.

However, the 02 relaxation rate constants can be accurately bounded from the

following analysis.

A strong upper bound can be placed on the 02 rate constants by as-

suming that the relaxation rates calculatei from experiments at high 02 pres-

sures are entirely due to 02 quenching. Any contributions to the quenching by

other processes will decrease the role of 02. Thus, neglecting those pro-

cesses and setting

u
Rv  ko (v) [02) (5.19)=k2

(3 ,



U

gives the maximum possible values of the rate constants. The upper bound k0 2

(1) is in excellent agreement with (just slightly above) the previously

reported measurements as shown in Fig. 5.4. For higher vibrational levels,

the role of other quenchers could be more important, so that the actual rate

constants could lie further below k0 2 (v) for those levels.

A second method of data interpretation is to subject the relaxation

rates to a Stern-Volmer type analysis. If the calculated relaxation rates

from the different experiments with varying 02 pressures are plotted versus 02

concentration as shown in Fig. 5.5, they are observed to fall along straight

lines. This behavior can be interpreted as an 02 quenching contribution vary-

ing linearly with pressure and a constant baseline contribution attributable

to relaxation by 0, N2 and spontaneous emission. The slope of the line is

then the relaxation rate constant for that vibrational level. The rates for

v=1 and 3 displayed in Fig. 5.5 are seen to exhibit linearity across the

entire range of 02 pressures. Similar results are obtained for the other

vibrational levels. The slopes of this data, as deduced from linear least

square fits, are also shown in Fig. 5.4.

From the kinetic discussion above N2 and 0 are expected to be the

other significant terms in Eq. (5.14). These experiments were all performed

at constant N2 pressure so that kN2 (v) IN2] term will form a constant base-

line on the Stern-Volmer plots. However, according to the computer modeling,

the O-atom concentration is expected to decrease with increasing 02. The

observed linear behavior indicates that either the 0-atom contribution is

insignificant or that it changes roughly linearly with increasing 02 pressure.

In either case, the rate constants for 02 relaxation found from the slopes of

these plots are a lower bound to the true values, inasmuch as both our kinetic

modeling and NO2 continuum measurements imply that the O-atom concentration

can only decrease with increasing 02 concentration. If the baseline is indeed

constant, then these k0 2 (v) are accurate. If the baseline were not constant

but decreasing (due to 0-atom decreases), then the rate constant would have to

be re-evaluated upward. Obviously as the baseline contribution approaches

zero, the rate constant tends to the previous upper bound estimate.
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Thus the actual k0 2 (v) values are neatly bounded between limits set

by the Stern-Volmer analysis and by considering 02 to be the exclusive quench-

ing partner of NO(v). Both sets of bounds on the rate constants are plotted

in Fig. 5.4 for v=1-7 and are also listed in Table 5.1. The bounds are typi-

cally separated by less than 40%. The previous measurements of k0 2 (1) are

also displayed in the figure, and the bounds of the present measurement nicely

bracket the literature values.

The magnitude of the errors in the deduced rates can be estimated as

the propagation of the uncertainties in the calculated populations. The popu-

lations of all levels have an uncertainty arising from fitting of the over-

lapped basis functions and from spectral noise. The uncertainty in each of

the populations is generated as part of the least squares fitting process, and

is found to have a typical standard deviation of less than 3% for the lowest

four levels. The standard deviation rises to 7% for level 5 and is about 16%

for levels 6 and 7. The calculated standard deviations of levels 8, 9 and 10

are 30%, 40%, and 70%, respectively, indicating that the populations of these

levels are very poorly determined. In order to determine the effect of these

errors on the deduced rates, R., random noise in a Gaussian distribution

having standard deviation equal to the uncertainties in the populations, was

added to the population values. Many sets of these modified population values

were then used to deduce new Rm values and statistical trends observed. The

changes in the calculated rates were observed to have a statistical standard

deviation about the original values which was only slightly greater than the

input noise level, i.e., little additional uncertainty was added through the

integral Rm calculation.

The error bars displayed in Fig. 5.4 represent the uncertainties in

the rates discussed above (for both bounds) and the uncertainties in the

slopes of the Stern-Volmer plots (for the lower bound values) added as the

square root of the sum of the squares. The upper bound estimates are felt to

be very reliable, limited only by uncertainties in the observed relaxation

rates. The lower bounds exhibit the additional uncertainty of the kinetic

interpretation discussed above.
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TABLE 5.1: Rate Constants for Processes

NO(v) - 0 2 NO(v-1) + 02

Vibrational Rate Constant (cm3 molec- s
- I)

Level Lower Bound - Upper Bound*

1 2.2 - 3.1 x i014

2 5.9 - 7.4 x 1014

-13
3 1.2 - 1.5 x 10

4 2.5 - 2.9 x i013

5 3.7 - 6.5 x i0

6 5.1 - 7.7 x 1013

7 4.4 - 1.5 x 1013

* -rc,r bars )n lower bounds shown in Fi. 5.4.
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As a cross check on the data analysis, the calculated R, values were

used to predict vibrational population decay histories by means of Eq. (5.18).

There was excellent agreement, which not only demonstrated the low error

introduced by the integrated method of rate determination, but more impor-

tantly showed that the data can be adequately interpreted in terms of the

single quantum collisional transfer reactions employed in the analysis. If

the relaxation mechanism were different than assumed, the calculated rate con-

stants need not have properly reproduced the population time histories.

The analysis presented above was developed under the assumption that

-1iy sinqle quantum deactivation processes were important. While this assamp-

tion should be appropriate for deactivation by 02, theoretical arguments have

been presented that the deactivation of NO(v) by oxygen atoms nroc(meds prefer-

entially by multi-quantum processes.5 "24  Indeed, shock tube sttides of

NO(v=1,2) relaxation by O-atoms at elevated temperatures have been interpreted

in terms of a multi-quantum transfer. In order to gauge the potential im-

portance of this effect the data analysis has been re-examined under the

assumption that oxygen atoms completely deactivate NO(v), i.e.:

-V

NO(v) + NO(0) -- 0 (5.2))

The decay rates in this limit may be derived in a manner completely

analogous to Eqs. (5.15)-(5.18), except that now the quantity k0 (m) in the

definition of Rm, Eq. (5.14), must be replaced by the expression:

N

(n)an/am(5.21)

n m
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--an immeliate v be seen that this substitution will in no way com-

mer b >un" evaluations of 'o, iv) which were deduced under the

airnitr:-ti-r. "nat the xv,:er. atom concentration was zero. un the other hand,

"iower bjnd" values c)did be aftected :nasmuch as a curvature could now be

introduced into the Stern-Volmer plots even if the oxygen atom concentration

was invariant, i.e., the ratios an/avn>v, would be expected to vary somewhat

witn the 02 concentration. This does not appear to be the case however, inas-

mucii as the latter correction would be largest for v=1 and yet it has been

touni tuat our evaluation for k, is in excellent agreement with previous

in conclusion, altnough it clearly would have been useful to have an

independent measurement of the oxygen atom concentration in this work, the

analvsiq stronalv suqaests that the effects of oxygen atom deactivation have

not distorted the present determinations of the rate constants for deactiva-

Si~nn o N,)[v i.y 02.

It is also of interest to examine the intercepts of the Stern-Volmer

piots which represent the contributions of N2 , 0, and Av+V1 relaxation at

near zero O- concentrations. The intercepts are displayed in Fig. 5.6 for

v=1-7. The error bars indicated contain contributions from the uncertainties

in the rates and from the standard deviation of the intercepts from the least

squares fits of the Stern-Volmer plots. The measured kN 2 (M)[N2] value and

the theoretical NO Einstein coefficients are shown for comparison. At least

for v=1, 0-atoms are felt to represent the dominant additional quenching

partner. Coupling the deduced intercept value with the rate constant measure-

ment of Fernando and Smith,5 "6 the O-atom concentration at low 02 levels may

be estimated to be < 3 x 1013 molecules/cm 3 . This value is in fair agreement

with our model predictions which are based on neutral kinetics, electron

energy deposition, and gas diffusion times. (If the O-atom quenching is mul-

tiquanta, then the estimated O-atom concentration would be 1013 molecules/cm
3

in poorer aqreement with the modeling.) If indeed O-atoms are responsible for

the observed intercept relaxation rates, then the observed invariance with

vibrational level could be interpreted as meaning that the magnitude of ko(v)

is independent of vibrational level. Because the v=1 rate constant is already
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one-third gas kinetic it would not be surprising that these rate constants do

not increase with vibrational level. Additionally, the rate constants kN (v)

must scale as: 2

kN2 (v) < vkN2 (1)

or they would be larger than the observed intercept rates at the higher

vibrational levels.

5.4 Global Kinetic Effects/Computer Modeling

As might be anticipated a large, chemically interactive, number of

species can he formed when nitrogen/oxygen mixtures are irradiated by ener-

getic electrons. For example, the species N2+, 02+, N+, 0+, N, 0 and a number

of electronically excited states, including the metastables N2 (A) and N(
2D,

2P), can be formed directly in collisions between electrons and 02/N2. These

species can in turn undergo further reaction. Reactions between ionic spe-

cies, including electron/ion recombination tend to be rapid and will occur

primarily only when the beam is on. These reactions can produce other ionic

species, such as NO+, as well as other neutral species. The neutral chemistry

occurs on a longer time scale and can result in the production of additional

species such as NO, NO2 , NO3 , N20 and 03. Since the gas residence time is

typically much longer than the characteristic time between pulses, the concen-

trations of these neutral species can build up over time to sizable levels.

Indeed, these species concentrations could become sufficiently large so as to

effect the fluorescence phenomena under study.

The operating conditions for the NO fluorescence experiments were

specifically selected to provide a balance between the simultaneous generation

of optimal signal and minimal beam-created species. Nonetheless, species such

as N and 0, are known to rapidly quench vibrationally excited NO by the

reactions:
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NO (v) + 0 + NO (v-n) + (5.22)

NO (v) + N 4 N 2 + ,) ( .23 

The room temperature rate constants for these reactions are measured to he

k2 2 - 6.S x 10- 1 1 cm3 /s5 "6 for v=1 and k2 3 - 3.4 x 10-11 cm3 /s5 "25 for v=0

(anticipated to be the same for higher v). Since these rate constants are

several orders of magnitude larger than that for quenching by 02, small con-

centrations of 0 and N can readily perturb the NO relaxation kinetics. A pre-

liminary investigation of the importance of such effects is provided below.

As the energetic electrons traverse the N2/02 gas mixture, the

following global lissociation/ionization reactions will occur:

e + N2  e + N2 
+

e + N+ + N S.24)

e + 2N

e + 02 e + 02 +

4 e + 0 + + 0 (5.25)

4 e + 20

k number of electronically excited states may be created in a similar manner,

indeed even in the dissociative paths shown in reactions (5.24) and (5.29).

Ultimately all of the electron energy will be degraded through such collision

processes.
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In the present effort a computer model developed by Peterson et a1
5,2 5

has been used to predict the ultimate allocation of electron energy among the

various possible excitation processes. This code utilizes the detailed speci-

fication of the energy dependence of all relevant excitation cross-sections to

calculate the electron energy decradation (including all contributions due to

secondary electrons) in the continuous slowing down approximation. The exci-

tation cross-sections used in these calculations have recently been reviewed

hy Jackman et al.5 "2 7 These are relatively complete with 54 excitation

processes included for N2 and 33 for 02. Many of the excited states are

Rydberg states, or states sufficiently high lying so tniat they have finite

branchinq ratios for producing dissociation products. The branching ratios

utilized to predict atomic species production rates have been discussed by
ri,irter ?t al. 5 " 2 9

The computer model was exercised for a number of N2/02 mixtures with

the 02 mole fraction being varied between 10- 3 and 0.21 (air). The resulting

predicted species production rates per ion pair created are shown in Fig. 5.7.

As can be seen, over the full range of 02 mole fraction studied, the dominant

ion formed is N2 , with the production rate for N+ being a factor of -3.7

lower. As might have been anticipated, the 02+, 0+ production rates scale

almost linearly with 02 mole fraction, again with the molecular ion exhibiting

the larger production rate. The production rate for nitrogen atoms is

slightly more than one per ion pair, of which approximately half are formed in

excited states. 5 ,2 8 The predicted production rate for the N2 (A
3Zu+) state is

also shown in Fig. 5.7. The characteristic value of this latter quantity is

-0.4electron and ion pair; this includes the effect of radiative cascade from

a ny higher triplet states which are formed.

Perhaps the most interesting feature of Fig. 5.7 is the non-linear

variation of the oxygen atom production rate with oxygen mole fraction.

oxygen atoms are produced in large part through excitation to the 02(A 3Eg+)

state and the cross-section for exciting this state tends to peak in an elec-

tron energy region where there are no dominant competing loss mechanisms in

nitrogen. Thus, since the electron energies cascade quasi-continuously from

their initial energies to thermal, an energy "window" exists for oxygen atom
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production which is only weakly dependent on the oxygen mole fraction. Note

that oxygen atom production is relatively efficient; indeed, at air stoichi-

ometry the oxygen and nitrogen atom production rates are nearly equal.

Given the production rates of Fig. 5.7, the next issue to be addressed

is the fate of the ionic species created by the beam. The positive ions will

ultimately recombine with electrons, however, at the pressures and electron

densities of interest in this work a number of ion-neutral reactions will

occur prior to recombination. These reactions act primarily to situate the

positive charge in that species exhibiting the lowest ionization potential.

In the case of unperturbed N2/02 mixtures the apparent dominant ion becomes

02+, through reactions such as:

N2+ + 02 + 02 + + N2  (5.26)

0+ + 02 + 02+ + O (5.27)

N+ + 02 4 02 + + N (5.28)

which have rate constants of 4 x 10- 11, 2.4 x 10-11 and 6 x 10-10 cm3/s, re-

spectively. 5"29 The true situation is more complicated, however, in that NO

has a lower ionization potential than 02. Thus, if there is a sufficient

buildup in NO concentration, the reaction:

02 + + NO + NO+ + 02, (5.29)

k = 4.4 x 10- 10 cm3/s,5 "29 could occur prior to dissociative recombination of

02+, i.e.,
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02* + e + 20, (5. 30)

k]0 = 1.9 x 10- 7 cm3/s for thermal electrons.5
*30 Note that reaction (5.20)

will dominate (5.30) when the ratio NO/e exceeds 500. NO+ can also be formed

by reactions such as:

02+ NO + + 0 (5.3.

0+ + N2 ' NO + N (5.32)

which have rate constants of 1.2 x 10-10 and 1 x 10-12 cm3 /s, respec-

tively. 5 "2 9 Indeed, reaction (5.28) has another potential branch:

N+ + 02 + NO + + 0 (5.33)

which could also form NO +. If NO + is formed it will recombine via:

NO + + e + N + 0 (5.34)

with a rate constant of 3.9 x 10- 7 cm 3 /s for the thermal electrons. 5 "3 0

The specification of the dominant terminal ion is particularly im-

portant in defining the production rate of atomic species. For example, if

02+ dominates there will be at least two oxygen atoms produced per electron-

ion pair. On the other hand, if NO + dominates the O-atom production rate due
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to ionic chemistry is reduced to one per electron-ion pair and more impor-

tantly -76% of the nitrogen atoms produced in reaction (5.34) will be formed

in the N(2D) state,5 "3 1 which is the precursor for vibrationally NO via:

N( 2 D) + 02 + NO(v) + 0 . (5.35)

It can readily be shown for the present experiments that the ionic

concentrations are only appreciable while the beam is on; typical ion decay

times upon beam termination are -0.1 ms. Therefore, the primary effect of the

beam is to provide a source of ground and excited state nitrogen and oxygen

Atoms. These atomic species will then react, producing other species, all of

which can build up in concentration from pulse to pulse. A kinetic model has

been assembled to describe this chemistry and is shown in Table 5.2. The rate

constants for the reactions listed have been compiled for the most part

through an examination of several recent review articles. 5.3 2-5 .34 The rate

constants for reaction R14 is controversial, 5 "3 4 and the lower bound has been

used in the present work. The symbol N* refers to the N(2D) state and the

auenchinq rate constants used for N2 and 02 are taken from Refs. 5.9 and 5.11,

respectively. Vibrationally excited NO, designated as NO*, has been included

in a qualitative manner. For simplicity it is assumed that the neutral chem-

istry of NO* is the same as that for ground state NO. Furthermore, the NO

created by reaction R23 is taken to be formed only in v=1 and to be quenched

only by 02 and N2 , with rate constants as determined by Murphy et al.
5 "I

This kinetic scheme has been used in a computer model to provide a

simulation of the buildup of beam-created species. An important input to this

model is the local electron-ion pair creation rate within the field of view.

kt any distance L, downstream of the beam this quality can be defined by:
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TAE. T. U

NEUTRL CFEIMISTRY FOR N2/0 2 0MIXTURES

36
Reaction Rate Constant (cm 3/s or cm /s)

R1 0 + 0 + N2  - 2 + N2  1.44 x 10- 30/T

R2 0 + 0 + 0 2 - 2 + 02 2.16 x 10- 30/T2 2 2-34 510/T

R3 0 + 02 + M -03 + M 1.1 x lo e
2-I3 -2218/T

R4 0 + 03 0 2 + 02 1.5 x 0 1 1 e
-31/T/

R5 0 + N + M +- NO + M 1.8 x 10
-12 -3220/T

R6 N + 02 +-+ NO + 0 4.4 x 10 e
2 -33 940/T

R7 0 + NO + N2 NO2 + N2  
4.2 x 10 e

-33 940/T

R8 0 + NO 4 0 2  NO2 + 0 2  
3.0 x l0 e

-33 940/T

R9 C + NO* + N2 -+NO 2 + N2  4.2 x 10 e
-33 940/T

RI0 0+N*+0 2  NO2 + 02  
3.0 x io e

R1i 0 + NO2  -NO + 0 2  
9.3 x 10-12

RI2 0 + NO2 + M -NO 3 + M 1.0 x l0-3 1

R13 0 + NO3  NO2 
+ 02 1.0 x 10- l

RI4 N + 03 -NO + 0 2  
1.0 x I0-15

-12 -1450/T

RI5 NO + 0 3  +-NO2 + 02 
2.3 x I0 e

-12 -1450/T

R16 NO* + 0 3  - NO2 + 0 2  
2.3 x i0 e

-13 -2450/T

RI7 NO2 + 0 3  - NO3 
+ 0 2  

1.2 x 10 e
-34 5U0/T

RI8 N + N + M -N 2 + M 8.3 x I0 e

R19 N + NO N 2 + 0 3.4 x i0-I1

R20 N + NO -N 2 + 0 3.4 x I0 1 1

-II -800/T

R21 N + NO2  - 0 + 0 2.1 x l0 e

R22 NO + NO3  -NO 2 + NO2  8.7 x 10-12
R23 N* + 02  NO* + 0 5.2 x 10- 0

-13 -500/T

E24 N* + N2  - N + N2  1. x 10 e

R25 NO* + 0 2  - NO + 02  2.4 x 0-16

E26 NO* + N2  -NO + N2  1.7 x I0
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(dE)Li pL

dp (5.36)

2 ew w r
2

1/2

where i is the beam current, p is gas density, e is the electronic charge,

w is the energy required to create an electronic-ion pair, 34.4 eV in

nitrogen, 5 "35 r1/2 is the beam radius at position L which encompasses one-half

of the beam current, and 1/p dE/dX is the local beam energy deposition rate.

This latter quantity is a function of the product pL and is dependent

unon both the identity of the gas traversed and the initial electron energy.

The electron energy deposition for 36 keV electrons traversing N2 has been

evaluated using the ELTRAN Monte Carlo model5 "36 and the results are shown in

Fig. 5.8. Shown for comparison is the quantity p-1 dE/ds taken from the

Berger and Seltzer Tables.5 "3 7 The quantity s refers to electron path

distance and since the electrons do not travel in straight lines, the ELTRAN

predictions should be the larger.

The beam half radius has been evaluated using the work of Center. 5 "3 8

It was shown in this study that, in a "thin" target gas, beam size grows as:

A(NL)3/2

r1/2 = L tan (5.37)
1 + BNL

where N is gas number density and the quantities A and B are specific to the

gas target and electron energy. For 36 keV electrons traversing nitrogen, an

interpolation of Center's measurements provides A = 1.22 x 10-28 cm3 and

B = 1.56 x 10-18 cm 2 .
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Equation (5.36) has been evaluated for various pressures and distances

using the above two results. It is to be recalled that the field of view is

approximately circular, spanning the distance between 4 to 12 cm downstream of

the beam entrance. Typical predictions for the local ion pair production rate

at several positions within the field of view are shown in Fig. 5.9, a repre-

sentative beam current of 1 mA was used in this evaluation. One of the more

interesting features of this figure is that the ion pair production rate is

only weakly dependent on pressure for the conditions considered. Note, how-

ever, that there is a significant variation of x+ with position within the

field of view. This directly reflects the increase in beam radius with

distance downstream. For example, at 50 torr r1/2 = 1.06, 2.22 and 3.67 cm

at r, = 5, 8 and 11 cm, respectively.

The predictions of Fig. 5.9 may be used in conjunction with previously

discussed kinetic considerations to specify the production rates for atomic

species in the chemistry calculations. Computer predictions have been pro-

vided for a position in the center of the field of view at a nitrogen pressure

of 50 torr and at oxygen pressures of 0.2, 0.5 and 2.0 torr. Beam current was

taken to be 1 mA, with a pulsing cycle of 1 ms on and 19 ms off. Only neutral

chemistry was included in the calculation; from consideration of Fig. 5.7 and

the ionic chemistry for pure N2/02 , the relative atom production rates per ion

pair of 0, N(4S) and N(2D) were taken as 2, 0.65 and 0.65, respectively.

The computer model used was of the stream-tube type; therefore, the

calculations were carried out only for pulsing sequences where diffusive loss

out of the beam did not dominate, i.e., once the beam created species diffuse

out of the beam they can no longer affect the NO relaxation kinetics. Charac-

teristic diffusion times were estimated by considering the beam to be a

cylinder of radius a, initially having a finite concentraton of atoms inter-

nally and none externally. It can be shown 5 -39 that, if diffusion is the only

loss, the fraction of atoms remaining in the cylinder after time t is:

4 2
f = e e-Da t (5.38)

n=1 a2 en2  e
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where D is the diffusion coefficient, taken as 270 cm2/s-torr for oxygen

atoms, 5 "40 and the an's are defined through the zeros of the zeroth order

Bessel function, i.e., from the relationship:

JO(aan) = 0 (5.39)

Equation (5.38) has been evaluated for a pressure of 50 torr and a radius of

2.2 cm (corresponding to the center of the field of view) and the results are

shown in Fig. 5.10. As can be seen for these conditions, the atomic concen-

tration in the beam falls rapidly within a fraction of a second. For example,

after ten pulses (0.2s) less than 20% of the atomic species created by the

first pulse will remain within the beam. Although it would take "infinite

time" for the atomic species to totally diffuse out of the beam it seems that

a duration of 10 pulses is a reasonable choice for defining the diffusion

limited domain. For example, the results of Fig. 5.10 can be used to show

that the total accumulation of atomic species within the beam after 20 pulses

would be less than 20% larger than that after 10 pulses (note again, this

neglects the effects of chemical reaction which would further reduce the

atomic concentrations).

For this reason, the computer predictions were only carried out for a

sequence of 10 pulses. Note that all considerations so far have been for the

center of the field of view. At shorter (longer) distances from the beam

entrance, the atom production rates are higher (lower) because the beam size

is smaller (larger), however, in this instance, diffusion out of the beam will

be more rapid (less rapid) and thus the potential variations in concentrations

of beam produced species across the field of view will be ameliorated by the

diffusion process.

The basic output of the computer predictions are the time histories of

the 11 neutral species modeled. A typical result is shown in Fig. 5.11 for

the case of P02 = 0.2 torr. The predicted mole fractions of neutral species
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Fig. 5.11 Predicted species mole fraction vs. time for the tenth pulse. P02 =
0.2 torr, PN 2 = 50 torr, I = imA, L = 8 cm.
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are displayed over a time span corresponding to slightly before the tenth

pulse to just prior to the eleventh pulse. As can be seen in this case, many

of the species have not yet reached near steady concentrations. The N(2D)

concentration reflects the pulse shape, while the characteristic decay of vi-

brationally excited NO is of the order of the pulse time. Species such as N,

NO and 0 tend to increase while the beam is on and then decay only slightly,

while NO2 and NO3 vary considerably over the pulse squence and N20 and 03

steadily, but slowly rise. This latter observation reflects the lack of effi-

cient destruction mechanisms for 03 and N20 (recall the uncertainty in R14,

however). Note the dynamic range of the mole fractions plotted in Fig. 5.11.

Many of these species are predicted to have concentrations well below anti-

cipated gas purity levels. Nonetheless, species such as N, 0, NO and 03 may

be present in sufficient quantities to affect either the ionic kinetics or the

NO * vibrational relaxation and these issues must be investigated further.

Similar results have been obtained at higher 02 pressures although, in

these cases, the neutral chemistry has more completely reached steady state

after 10 pulses. This is demonstrated in Fig. 5.12 where the nitrogen and

oxygen atom concentrations just prior to (next) pulse initiation are plotted

as a function of time for all three cases. As can be seen, the predicted

atomic concentrations decrease with increasing oxygen pressure. The predic-

tions for P02 = 2 torr clearly asymptote within a few pulses and thus, in this

instance, the neglect of diffusive losses will be relatively unimportant. On

the other hand, it can be seen that the cases corresponding to lower oxygen

pressures have not asymptoted within 10 pulses and thus these results are most

probably upper bounds. Note the oxygen atom concentrations tend to be signi-

ficantly larger than those for nitrogen atoms. This is a result both of the

higher creation rate of the former and the fact that the available binary

reactions which can destroy nitrogen atoms also form oxygen atoms.

It must be noted that these predicted atomic concentrations are at

significant levels. At an oxygen pressure of 2 torr vibrational relaxation of

NO by 02, will dominate the atomic deactivation/destruction reactions:
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NO* + N + N2 + 0 (5.23)

NO* + 0 + NO + 0 (5.22)

however, at the lower oxygen pressures the reverse will be true. Furthermore,

the fact that the atomic concentrations could vary with oxygen pressure may

well invalidate the use of the Stern-Volmer method for deducing kinetic infor-

mation. There are complications in the analysis, however, particularly in the

handling of diffusive effects, and in the neglect of including trace species

in assessing the positive ion kinetics. It is clear, however, that supple-

mentarv measurements of O/N concentrations in LABCEDE would have been very

valuable for assisting in the interpretation of the NO vibrational relaxatin

data base.

5.5 Summa ry

Nitric oxide was created in electron irradiated mixtures of N?/trace

02. The NO is created vibrationally excited at least in part by the reaction

between N(2D) + 02. Time resolved Fourier spectroscopy is used to monitor the

spectrally resolved infrared fluorescence. Vibrational distributions duririq

ani after the electron beam pulse were determined by spectral fittina of the

fluorescence data. These populations were then used to calculate relaxation

rates for each vibrational level. Because of reaction zone geometry, the gas

in the observation volume is irradiated by more than one pulse and beam cre-

ated species may occur in sufficient concentrations to affect the kinetics.

Computer modeling and visible NO afterglow measurements support the conclusion

that quenching by atomic and molecular oxygen are the dominant relaxation

mechanisms. The rate constants for relaxation of NO(v=1-7) by 02 have been

measured using total decay and Stern-Volmer analyses. They are observed to

scale roughly as v2 from a v=1 rate constant of 2.6 ± 0.5 x 10- 14 cm3/s. This

quenching occurs via single quantum transitions. Additionally, measurements

at low 02 concentrations may be interpreted to provide bounds on the vibra-

tional level dependence of the rate constants for quenching of NO(v) by 0 and
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6. CRYOGENIC LABCEDE SYSTEMS STUDY

.1 Introduct ion

The LABCEDE facility, situated at the Air Force Geophysics Labora-

tory, is a larqe-scale experimental apparatus developed specifically to study

the fluorescence arising from electron irradiated gases. Such studies, al-

thouqh interesting in their own right, are of particular importance in spe-

ri~yinq the radiative properties of both aurorall, and nuclear-disturbed

tmns; hcres. As will be seen below, LABCEDE is particularly suited for such

inv'estigations and indeed, to our knowledge, is the only facility in the

natioi capable of simulatinq and measuring auroral (nuclear) excitation pro-

cesses specific to the long wavelength infrared (LWIR) portion of the spec-

trum.

In the LABCEDE experiments, well defined and collimated electron

beams are used to inject electrons into various target gases held under con-

trolled conditions. As the electrons traverse the target gas they undergo

elastic and inelastic collisions with the ambient molecules with the result

that the beam both spreads and loses energy. The beam energy loss is the

result of direct excitation and ionization of the ambient molecules. The

ambient molecules will also undergo excitation by energetic secondary elec-

trons created in the direct ionization process. Furthermore, various gas

phase reactions, such as ion-neutral and ion-electron recombination reac-

tions, can provide for additional excitation of the neutral gas molecules.

All of these processes can directly or indirectly lead to fluorescence from

the various excited states of the target gas. The basic issues of interest

in the study of such phenomenology include: (a) identification of fluorescing

species and spectral region of fluorescence, (b) determination of the mech-

anism and efficiency for electron excitation of the various excited states

and, (c) the specification of the relaxation phenomena which control the

fluorescence.

The cryogenically cooled system is designed to examine electron ex-

citation phenomena at pressures < 100 pim Hg and at electron energies of
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2-5 keV. The inner walls of this test chamber are held at temperatures near

that of liquid nitrogen in order to minimize background radiation so as to

allow measurement of LWIR radiation with high sensitivity.

This device may be exploited to provide fundamental information of

importance in defining infrared backgrounds relevant to Air Force systems.

In particular, the spectral content of electron-irradiated atmospheric gases

can be surveyed over the wavelength range of 1-20 um. Particular systems

of interest include NO vibro-luminescence produced by

N( D, P) + O., - NO(v) + 0 (.1)

(see Sections 3 and 5), and 0, recombination fluorescence, i.e.,

0 + 02 (+ M) - 03 (+ M) 6.2)

The efficiency for excitation of various CO_ vibrational bands also requires

definition. Other potential infrared radiators such as N. Rydbcrq states,
+

NO, NO , OH, etc. could also be investiqated. Many of these species hav

been observed in the disturbed upper atmosphere. The LABCEDE facility allows

such molecular systems to be examined under few collisions, low background

conditions with a direct electron excitation source. Furthermore, experi-

mental conditions can be varied sufficiently so as to study concomitant re-

laxation phenomena of specific interest to atmospheric applications. The

typical LABCEDE operating pressure range corresponds to altitudes of 60-

100 km, and the resulting fluorescence levels from the low pressure irradiated

gases are weak. In order to increase signal levels of the fluorescence in

this device, the irradiated volume is maximized. The electron beam pathlenqth

is over a meter, and the molecular emission arising from the deposited energy

can be observed over this entire pathlength. The apparatus exceeds 4 m in

length perpendicular to the beam axis and observation diagnostics are pre-

sently located at one end, 2 meters distant from the beam. Because LWIR
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(.2 Present System Capabilities

A schematic of the LABCEDE facility is shown in Fig. 6.1. The vacuum

tank is nominally I m in diameter by 5 m in length. The electron beam enters

the tank through a port on the side and irradiates the test gas across the

snrrL dimension2 (Fig. 6.1). Only two optical viewing norts are available:

the first is almost directly opposite the e-beam entrance port and, there-

fore, views the irradiated gas only slightly off axis whereas the second

is at one end of the tank and, therefore, views the irradiated gas at right

anmles to the e-beim path.

Two large diffusion pumps are available to evacuate the tank, but

only one is normally used. The usual operating pressure is in the range

1 p 100 cq. Gas mixtures, such as air, are made external to the tank

and brought into the tank through a single line at the top in the same plane

as the e-beam. AFGL calculates a nominal flow velocity in the tank at operat-

inq pressure of ibout 15 ft/s.

The entire inner surface of the tank is lined with a metal shroud

through which liquid N, flows to maintain a nominal wall temperature of 77 K.

Various ports are cut into this shroud to provide access to the e-beam, optical
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diagnostics, and pumps. Although the shroud is designed to provide a 77 K

background for the infrared diagnostics, the presence of various openings,

some necessary and some inadvertent, provide a radiation leak, and the mea-

sured background is higher, probably more in the range of 90 < T < 150 K.

The e-beam is designed to produce low energy electrons (1 < E < 5 keV)

and modest currents (5 < I - 20 mA). A nominal operating condition deter-

mined at the gun is 5 keV and 15 mA. The beam is collimated as it enters the

tank, but is expected to spread due to scattering as it traverses the gas

(see sketch in Fiq. 6.1). Unfortunately, as there are no beam diagnostics in

the tank, the actual energy deposition and beam profile can, at present, only

be determined by calculation using the gun parameters. The experimental

energy deposition, from which one can calculate ion-pair production, and

the spatial extent of this deposition are critical parameters in the design

of optimum diagnostics to observe the chemi-excitation and are discussed

later.

The primary optical diagnostic used to date has been the radiometer/

CVF combination mounted at the end of the tank. This instrument covers the

spectral region 2-20 0 with coarse spectral resolution and has a field of

view (FOV) at the excitation region of about 15 cm radius. The instrument

is optically coupled to the tank through cooled windows to minimize back-

ground radiation. A Czerny-Turner spectrometer is also available and could

be used to obtain better spectral resolution. However, this instrument is

not readily mounted to the tank with the optical ports available, and, be-

cause of its small f number (f/7), considerable reduction in signal is anti-

cipated. A cooled interferometer mounted in the tank close to the e-beam

path would be an optimum diagnostic, but this approach would require con-

siderable engineering modifications.

6.3 System Study Recommendations

After reviewing the system operating capabilities it was concluded

that several modifications were required before definitive measurements could

be made on the ficility, indeed, before measurements of absolute intensities
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and excitation efficiencies could be made in uncontaminated gas mixtures.

Suggestions (enumerated below) fall in three areas: electron beam confine-

ment, improvement of irradiated gas composition and flow, and implementa-

tion of improved fluorescence diagnostics.

The following are the detailed recommendations of the system study

of LABCEDE which form a basis for the planned experimental modifications.

It is sugqested that the electron beam from the existing electron gun be

confined maqnetically inside LABCEDE. This will result in an increased
3enerqy deposition/cm , ensuring that all of the energy deposited in the gas

will be in the field of view of the detector. Field of view reduction will

also result in a reduction of the background emission accepted. There also

exists a potential for increasing beam current through confinement of the

beam within the gun. It is further suggested that the confineo beam be

collected in a Faraday cup/trap assembly after passage across the tank. This

will permit measurement of unstopped beam current. An initial beam current

measurement should also be implemented. If the Faraday cup is separately

pumped by a Roots blower or booster diffusion pump, then species sputtered

off the trap walls by electron impact will be rapidly removed and not re-

enter the chamber at pressures above 1 p. At present, spectral contaminants

complicate the data interpretation. The suggested steps will eliminate emis-

sion due to sputtered gases. A schematic of these electron beam system changes

is presented in Fig. 6.2.

Beam-created species may also build up with the present flow system

in LABCEDE. Additionally, a leak in the liquid nitrogen cooling lines pro-

vides a constant background of N . Due to the great size of the LABCEDE

facility, the shroud cannot be easily removed for repair unless the test

chamber is shortened. It was recommended that the test chamber be cut and

- 1.6 m of length be removed. This will permit ready access to the shortened

shroud. The gas flow should be introduced at the shortened end of the tank

after precooling by a heat exchanger. If the gas is passed through a dif-

fuser plate to remove its momentum, then a smooth plug flow would occur in

the tank. Beam-created species would be swept out of the irradiated volume
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in milliseconds and not be recirculated. To insure this directed flow, ad-

ditional modifications of the shroud would be required. All leaks in the

tongue and groove shroud would have to be sealed so as to force gas flow

down the tank. Sealing would also be required at the edges of the shroud

near ports or at the end of the tank. A better baffling system would have

to be desigaed to permit rapid diffusion pump speeds while blocking 300 K

emission. Additionally, to improve pumping speeds in the 3-70 Ij pressure

region, a throttling system must be designed to permit diffusion pump opera-

tion at these elevated pressures. A schematic summary of these modifica-

tions is drawn in Fig. 6.3.

The shortened tank will also improve detection system viewing stera-

diancy. The addition of at least two additional viewing ports is suggested.

A cold plate could be mounted behind the electron beam but filling the de-

tector field of view, and a significant reduction in background emission

would result. If a second viewport is mounted on the door, then replacement

of the cold plate by a mirror will permit absorption measurements to be made.

Additional viewports above the beam could be used for monitoring of N, elec-

tronic transitions such as N2 (1+) and N 2(1-, 3914 A). A possible configura-

tion for these detectijn system changes, as well as for all the other recom-

mended modifications is presented in Fig. 6.4. The effect of these changes

on expected system performance is presented below where we undertake an

analysis of the modified system's capabilities.

6.4 System Performance Maps for Refurbished LABCEDE

We now present a first order analysis of the refurbished LABCEDE

system capabilities and detection sensitivities. Obviously, a more accu-

rate mapping must wait for the results of the performance of the refurbished

system. The time scales for various processes to occur in the cryogenic

(90 K) tank are plotted in Fig. 6.5. The times for the quenching of mole-

cular excitation with various cross-sections (gas kinetic, 10-2 gas kinetic,

and 10-4 gas kinetic) and for diffusion out of a certain radius (r = 5, 15 cm

such as for a field of view, and r = 50 cm which corresponds to the walls
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5216-39

Porous Plate Heat Exchanger
at 77K Gas

Doo r.

Sealed end
of shroud Directed

Sealed tongue Flow
and groove

Fig. 6.3 Possible gas flow changes: the porous plate removes momentum
so that there is plug flow in the tank; sealing of the shroud
directs the flow perpendicular to the electron beam.
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Fig. 6.5 The time scales for diffusion and quenching to occur are plotted as a

function of pressure in the cryogenic LABCEDE facility. Quenching times
are shown for several rates, as are the diffusion times out of various
radii.
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of the shroud) are plotted as a function of chamber pressure. As an ex-

ample, it can be seen that above 1 ii pressure the gas will be quenched be-

fore it can diffuse to the walls of the shroud if it is quenched at a rate

greater than 10- 2 gas kinetic.

In Fig. 6.6 the operating region of interest, 0.1-100 L pressure,

is expanded and the radiative lifetimes of selected transitions of interest

are listed along the right margin of the graph. Again as an example, it

is seen that the lifetime of 0 3(V 3 ) is longer than the diffusion time to

thie walls at pressures below 10 o. Additionally, if quenching is rapid,

most of the vibrational relaxation will occur via non-radiative channels.

This does not mean that no fluorescence will be observed, but that the emis-

sion will be reduced due to quenching and diffusion. The fraction of vibra-

tional excitation radiated in the field of view or the quantum yield 4, would

be given by the formula

1 =(6.3)
1 + QT r+ DTr r

-l
where Q and D are the quenching and diffusion rates in s and T is ther
characteristic radiative decay time for the transition. An an example for

CO2 (-,) at 100 j pressure viewed with a 15 cm radius field of view, quenchedS-3
at 10 gas kinetic, Eq. (6.3) becomes

1
= =0.008

1 + (400 s )(0.31 s) + (12.2 s - ) (0.31 s)

meaning 0.8% of the CO 2('. 2 ) excitation will appear as fluorescence. The

quenching term is seen to dominate and quenching at gas kinetic would re-

duce the quantum yield to 8 x 10- 6 . Thus, emission may be observed in the

presence of diffusion and quenching, but determination of excitation ef-

ficiencies is restricted by the severe lack of knowledge of the quenching

rates, especially at 90 K. Note that this is not a problem for the N2 (1+)
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moduled '; extrai-olation. Center measurud eleCtril beaminIaj ,- in thi.

tarcrets of N and Ar for 2u-IOu key electrons and parameter ized ),'im snape

in te.rms of two variables dependent on gas and voltage. Th expected beam

shape -or 5 keV electrons obtained by extraljolation of his measurements is

given in Fig. 6.8. Another set of measurements by Cohn and Caledonia

were for 2-5 keV electrons but into hiqher pressure tarqets. Their results

at short ranqes where the tarqet was quasi-thin were used to make the second

set of predictions in Fig. 6.8. In that figure, the half-power radius of

the electron beam is plotted as a function of distance in the tank from the

entrance aperature. Half of the electron beam current is contained within

this radius. The qas pressure used in these calculations was 30 .. The two
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Fiuj. 6.7 The theoretical blackbody emission curves for several temperatures
as a function of wavelenqth. Also plotted is the estimated current
background emission for LABCEDE.
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extrapolations agree well and the observed distxibution should be similar

to this prediction. It should be noted that for the 2 keV case, only about

two-thirds of the total energy deposited in the gas would be within a 15 cm

radius field of view at this gas pressure, and the beam would exhibit over

a 30 cm radius at the far wall of the shroud. The proposed effort to con-

fine the beam so that all of the energy deposited would be in a 3 cm radius

would permit quantitative intensity measurements with a dramatic reduction

in the size of the field of view, decreasing accepted background emission.

Several measurements of the total energy deposited exist 6 2 - 6 .4 and

for 2 keV electrons, the expected deposition is 4 mW/cm path-p pressure.
16

This leads to a prediction of 2 x 10 ion pairs/s being created in the field

of view of Fig. 6.8. Knowing the ion pair creation rate and assuming one

molecular excitation per ion pair, parameteric maps of fluorescent intensity

as a function of wavelength may be created, as in Fig. 6.9. The fluores-

cent intensity at 1, 10 and 100 ij pressure are shown for experimental condi-

tions where the radiative lifetime is sufficiently short that quenching and

diffusion do not play a role. The wavelength scaling is simply due to the

photon energy variation. The 10 Om curve is an order of magnitude above

the ljim curve, deposition scaling linearly with density. The smaller in-

crease above 10 pm is due to beam growth resulting in deposition outside

of the field of view. If the beam is magnetically confined, a linear in-

crease with pressure results. Also displayed on the figure are the back-

ground emission intensities in the field of view for two spectral bandpasses.

If the molecular emission band were narrow, the spectral bandpass of the

detection network could be reduced and still collect all of the molecular

emission while decreasing the background level. The plotted background is

based on the present LABCEDE emission levels.

A similar plot of fluorescent intensity in W/sr under conditions

where the radiative lifetime is long compared to the quenching and diffu-

sion rates is shown in Fig. 6.10. The intensity emitted at all pressures

has been greatly decreased. The I i pressure curve is dominated by diffu-
-2

sional losses. At both 10 W and 100 U pressure, quenching at 10 gas ki-

netic dominates the losses. The 100 u curve is below the 10 w curve due to
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Fi. r,.9 The expected signal and background intensities assuming one photon per

ion pair for short lived transitions when diffusion and quenching are

unimportant. V = 2 keV; backgrounds for two detection system bandpasses

are shown.
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beam growth as mentioned above. If the beam is confined, the two curves

are identical because both deposition and quenching increase linearly with

pressure.

Finally, estimates of the signal to noise level can be made for in-

dividual molecular bands as a function of pressure. These estimates of the

intensity of the detector (in watts) are plotted as a function of wavelength

in Fig. 6.11. Numerous assumptions were made in developing Fig. 6.11. The

quenching rates were for air stoichiometry at room temperature. One molec-

ular excitation per ion pair is assumed where better theoretical estimates

are unavailable. The values of the quenching rates and excitations per ion

pair used in constructing Fig. 6.11 are given in Table 6.1. A detection
-2

system steradiancy of 2 x 10 sr is assumed and a beam duty cycle of 10%

is used. The detection system is composed of a HgCdTe 77 K detector look-

ing at the spectrally resolved emission through an 85 K spectrometer. Ex-

perimental background is assumed to be the two temperature distribution

given above. Noise levels for detection system bandpasses of 1 Hz and 1 kHz

are plotted. Any kinetic measurements will require a still larger bandpass.

These curves assume a statistical noise dominated by photon flux levels.

The fluorescent intensities are easily detectible in the SWIR/MWIR spectral

regions. CO 2( 2 ) emigsion should be detectible at the highest pressures.

The predicted N 2 hydberg emission is based on relative intensity measure-

ments from a GE Tempo study.6 .5 No measurements of this emission exist,

however, it would appear to be within the detection limit of the system

based on the above assumptions. It must be stressed that a large number

of assumptions were required to arrive at Fig. 6.11, and that the conclu-

sions are only approximate. More accurate modeling must wait for a better

determination of system operating parameters. Nevertheless, Fig. 6.11 can

be instructive as a guide for optimizing the emission of a given species,

and as a measure of the relative ease of detection of various emission bands.

The spectrally resolved infrared emission will provide the necessary

insight into the gas flow patterns within the facility as evidenced by the

irradiation of beam-created species or species sputtered off the wall. The
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Fig, o. [i Expected signal and background levels on the refurbished LABCEDE facility.
Assumptions used to make this figure are given in the text.
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TABLUE C. I

IUENCHING RATS BY N2 , 02

2(-141

H2  C( 4  (-12) v-v .3(1

14 V- 4 2.7

A T FAST"(1"

v. -v 3 .. 3) 11

(:,(:-13) %-v 9 (-3) 1 15 ... 1.4

N( 6(-16) lOOK l(-5) C(-12) - (.2

(A) V 2 l -1-- 2-6 (-12) .03-) 0

N2 (W) tas N,(B) .03-.15 - --. 14

Rates listed are for 300 K .;:-less otherwise noted, and no temperature

dependence is assumed. The gas kinetic rate is for 100 K.

0 03 estimates are for three-body reaction assuming one oxvgen atom/ion

pair and QCr~ Fhcton/czone mnolecule. 0-atom difffusion and 0 3diffusiion

and quenchino are all included in the estimate of Fig. 6.11.
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7. NEAR IR EMISSION OF N2/0 2 MIXTURES

7.1 Introduction

In this section the results of a preliminary survey of the emission

from pure N2, pure 02' and their mixtures will be reported. The spectral

region between 0.6 and 3 pm was covered using several different detectors.

The nitrogen first positive system (N2 iP) arising from transitions between
3 3 +2

the B(3n ) - A( 1 ) states was the dominant feature observed in pure N2 .g u2
In addition to obtaining the relative intensities for the bands in different

series and progressions, the resolution was sufficient to allow branches

within a band arising from spin uncoupling to be observed. A theoretical

code to predict band intensities, frequencies and shapes was created to

aid in spectral analysis. The electron beam not only creates excited mole-

cular nitrogen states, but causes dissociation and some atomic metastable

states (2p, 2D) are formed. The N2 B-A transitions have lifetimes on the

order of micro seconds, while metastables have radiative lifetimes of 6s
1 2 2 4 7.1

( - D) and 12 hrs ( D - S) respectively, and will exhibit relatively

long collisional lifetimes in the LABCEDE chamber. There exists a co-

incidental energy overlap between the metastable atomic states and the N2

A and B states such that the reaction

N(2 P)+N 2A(v=O) N( 2D)+N 2B(v=O); E-200 cm-  (7.1)

is near resonant. A few microseconds after beam termination only the meta-

stable states will be populated. It should be possible to observe the decay

of the N(2 P) concentration by monitoring the long time decay of the N (P)

0-0 transition if reaction (7.1) occurs.

Molecular oxygen has several weakly allowed infrared bands involving
1 + 1 3,-

transitions between the b( - ), a( a and X( Z ) states. The b -1 a transi-
g g 7?2 7.3

tion has previously only been observed by Noxon and in LABCEDE. An

anomalous pressure dependence was found in the previous unresolved LABCEDE

observations and the preliminary results of spectrally resolved measurements

are reported here.

153



:,_r tecc measa-menrs, the s were f.owed slowlv and tnr iee: o:;
KT 0/0 w was seL to 5o (25 m ard' . The electrons were crcoejd

vy 3
u keV' cr- jr to entering the taruet ch-amber. Dependino upon ena:-ec

ri_,ssure i.3-1.5 rrJ. of current was possible, with the lowest cu-rrents occur-

ring at the nighest oressures due to beam blowup in the nozzle sections.

For the N. measurements fluorescence from runs with total pressures oetween

0.1 an- !I0 torr was observed. Oxygen pressures of up to 50 torr were used,

aind A/J, mixtures were employed at the lowest oxyen pressures so to In-

:r.es. energy deposition. Fluorescence from irradiated N_/_ mixtures

wr. ouserved for a variety of O partial pressures ranging from a trace

0: L :, to 25'.

The zluorescence from the gases was spectrally resolved both with

an interferometer and a spectrometer. The interferometer-computer interface

was modified so that data points were acquired at every half fringe of the

HeNe reference channel, permitting spectral observations down to 0.77 Im
-1

(13000 cm ). The PbS detector is capable of responding to photons in the

visible, but its efficiency is very low. This low responsivity more than

offset the throughput advantages of an interferometer and fluorescence below

i.1 Um could be more efficiently detected using red sensizive phototubes

in conjunction with a 1/4 m spectrometer. The tube housings were incompati-

ble with the interferometer optics. Two tubes were employed: a Hamamatsu

R406 phototube with a response similar to S-1, and a high quantum efficiency

Varian tube cooled to -60oC. Because it was not easy to switch between

interferometer and spectrometer, several measurements out to A = 2 pm (spec-

trometer grating limit) were made using the PbS detector at the exit plane

of the spectrometer.

The absolute responses of the three detectors are plotted in Fig.

7.1. These response curves were obtained using an Opto-electronic Labora-

tories quartz halide calibration lamp with 30 vm spectrometer slits. The

curves represent the combined effects of detector and spectrometer responses.

4,
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The Varian tube is 30-50% more sensitive than the Sl tube in the 700-900

nm region, but has a rapid fall off above 900 nm so that the Si tube is

the most sensitive of the three in the important 0.9-1.06 pm region. At

longer wavelengths the PbS is most sensitive, dropping only to 4 x 10
3

V/(W-m - I) at 2 im. Care was taken with the phototubes to ensure that

saturation did rot occur either during the runs or calibration, Day to

day reproducibility of the detector's spectral response and absolute in-

tensities (detector positioning) was very good. A Corning long pass filter

(2-64) was utilized to discriminate grating orders. Its short wavelength

cutoff, 650 nm, permits fluorescence in the 0.65-1.3 ,jm bandpass to be ob-

served unoverlapped. A silicon flat, which becomes transmitting (60%) ar.

wavelengths beyond 1.2 pm is used for the longer wavelength spectrometer

observations. Nitrogen (IP) bands were observed using all three detectors

on the spectrometer and the interferometer with the PbS detector. The oxy-

gen bands of most concern were the 760nm (b-X) transition, observed with

the spectrometer and Varian tube; the 1.27 im (a-X) band which was not ob-

served on either optical system due to the relatively poor PbS response;

and the 1.9 um (b-a) band, observed only with the interferometer.

t'he energy pooling reaction (7.1) was indirectly observed by monitor-

ing the N2 (lP)0-0 transition through a notch filter selected for this transi-

tion (5 nm FWHM) . The decay' of other first positive bands with v" = 0

could be followed using the spectrometer with the sensitive Hamamatsu tube.

The decay of these bands was as fast as the electron beam current decay

(1/o 6 ',s) as expected. Because of the relatively poor system sensitivity

at 1.03 ;.m where the (iP)0-0 band occurs, operation with just a notch filter

yielded insi.fficient signal to obtain accurate decays from an oscilloscope

trace even though an integrating sphere was introduced into the chamber

to increase the signal. The detector signal was bandpass amplified (PARC

113) and input into a waveform eductor (PARC TDH9). The eductor was trigger-

ed by means of a digital delay generator at a time just prior to beam termin-

ation. This system allows monitoring of the decay with 10 is time resolu-

tion. The variation of the decay time of the (0-0) band was thus observed

as a function of nitrogen (and oxygen) pressure in the target chamber. The

results of the three series of measurements are reported in the next part

of this section.
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7.3 Result and Discussion

7.3.1 Nitrogen First Positive Emission Features

As ex ,ected N, (IP) features were all pervasive across the spec-

tral region monitored. With the s')octrometer, emission from transitions

in the ,v = v' v" = ±i, ±2, ±3 sequences were observed. Some interest-

ing prcsasr,2 variations were noted. At the lowest pressures, 0.1-1 torr,

the emission intensity scaled as pressure; however, between I and 100 torr

the variation was less than 50% suggesting that collisional quenching was

to a large extent counterbalancing the increased energy deposition. As

the pressure was increased from 1 to 10 torr, the v' = 0,1 emission in-

creased, possibly as a result of vibrational relaxation in the B state.

Below 10 torr fluorescence from levels v' - 6 was observed. However, as

the pressure was increased further emission from the higher levels increased

and at 50 torr v' = 9 emission was clearly identified.

The v' = 0, v" = 0 transition band was marginally observable at

all pressures. Some degree of spectral overlap between the two measure-

ment systems was achieved: the (0-0) band was barely apparent in the inter-
-i

fi:rometer spectra. More apparent were the (0-1) features at 8100 cm ,
-i

the (1-3) and (0-2) features at 7020 and 6740 cm , and the strong (1-4)
-i

features at 5700 cm . The (0-3) feature was obscured by the atomic lines

at 1.9 om. The NO overtone (2--0) transition was weakly observed, attesting

to the fact that there was a small but finite leak rate.

A code for predicting the N 2P emission bands frequencies and in-

tensities was created and used to compute synthetic spectra for compari-

son with the laboratory data. This code is described in detail in Appendix

V. Because of the preliminary nature of this survey, an in-depth analysis

of all the spectra was not undertaken. The code frequency predictions matched

the data extremely well, and proved invaluable in aiding the analysis of

overlapped bands. Only a few runs were made with sufficient resolution

to test the code's predictions for a band's spectral intensity distribution.

A comparison between the predicted and observed fluorescence from the v' = 0,

v" = 2 transition around 6800 cm 1 is shown in Fig. 7.2. The experimental
-i

spectrum is obtained using the interferometer at 10 cm resolution so that
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h. credisrrn was cwnvolvid with the sinc apparatus function. Both fre-

.uency ar.c rouqh sPectral distribution are predicted well by the code. The

noise leve in the :sta is sizable and detailed comparison is not warre--nte

-it this time. A detailed series of measurements with increased signal levels,

ffhrouqh 'e o an inteqrating sphere in the taroet chamber, is planned to

permit mccc accurate observations. A significant discrepancy between the

onnerved and credicted N2 (IP) bandshapes would require re-evaluation of

the deqree of spin uncoupling in the B state. This uncoupling is reflected

the br nch separation within the band and largely determines the band

ie .~~fX V.

..c :ctasca~le 'N(P) Decay

Evidence was obtained that may suggest that the energy pooling Mech-

anism, react:)rn (7.1) was occurring, but several of the observations from

preliminary runs are as yet unexplained. The apparent decay of the

total N fI" Oluorescence was comparable to the beam pulse decay (-6 Us) as

expccted from the B state lifetimes. The measured decays from oscilloscope

traces or the Varian output and from the waveform eductor network were in

acireement. When the notch filter was positioned in front of the phototube,

tnc beam intensity was reduced by a factor of five. Additionally, the ob-

served dec .,- ;:crrcased to 1 10 I.s. At a constant N, ()as fiow, t.ne

chamber pressure was varied between 10 and 200 torr. The maximum intensily

was at 2 0-oO torr, slowly decreasing on either side. This trend roughly

corresponds with the expected beam energy deposition in the field of view.

Auove 60 tory, the beam is completely stopped by the target chamber gas.

The observed delay, on the other hand, remained constant at about 100 Ps

icross this pressure range. Additionally, introduction of oxygen into the

,:hamber has a greater effect on the observed fluorescent intensity than

on its decay. Only when the oxygen pressure was comparable to nitrogen

did the fluorescence follow the pulse decay (-6 Ws).

These results are greatly at variance with the unpublished observa-

tions of Murphy, where 0.1 torr 02 in 400 torr N2 reduced the decay to 10

is and where a clear inverse dependence on N2 pressure was observed. The

small leak rate into the target chamber would have a constant flow, with
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the possible contaminants accordingly having a concentration proportional

to the chamber pressure for these constant flow experiments. The decay

would be expected to be faster as pressure increased both for contaminant

22and N 2quenching of NC P). Furthermore, the estimated H 2 impurity concen-

trations would require faster than gas kinetic quenching rates for all cham-

ber pressures in order to explain the 100 ps decay.

The expected kinetic processes are as follows. While the beam is

on direct electron impact dissociation of N 2 is the likely source of N 2 P),

i.e.'

e + N 2 e + 2N( 4S, 2D, 2P) (7.2a)

e + N2 2 2e + N+ + N(4 S, 2D, 2P) . (7.2b)

2 7.1Deactivation of the metastable nitrogen ( P) can occur radiatively ([= 6 s),
7.4 7.5

by reaction (7.1) or by quenching by ground state N2  and 02:
22

N( P) + N2 (X) N4 S) + N2 ; k 3 x 10 - 16 cm /s (7.3)

o -12 3/
N(2P) + 0 2(X) NO(X) + 0; k = 2.6 x 10 cm 3 / (7.4)

From the known and estimated concentrations in the target chamber, the decay

times of the N(2 P) concentration due to reaction (7.3) are 11-0.6 ms and

reaction (7.4) are 60-3 ms for 10 and 200 torr chamber pressures, respec-

tively, and an estimated upper bound air leak of 100 ppm.

The other reaction partner N (A) is also deactivated through phos-
7.1 7. 7.7

phorescence (T = 2 s), " or by 02 . and N2 " quenching:

-12 3s(75
N2 ( A ) + 02 (X) - N2 (X) + 02 (B); k= 6 x 10 cm/S (7.5)

"N N0 + 0 ,.
2

i-17 3

N2 (A) + N2 (X) 2N2 (Xv); k = 4.5 x 10 cm 3/s (7.6)
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The calculated N 2(A) decay times for 02 quenching are 27-1.3 ms while decay

times of 67-3.4 ms would be expected for N2 . Thus it appears that N2 (A)

and N(2P) will be quenched between pulses and no significant buildup will

occur during the gas residence time within the field of view. Quenching

ot these metastables by the above processes does not occur on the 100 ps

time scale observed in the experiment, however. N2 (A) can also be created

after beam termination by N( 4S) recombination.

Quenching due to other contaminant species is unlikely because of

the invariance of the observed decay with chamber pressure. The possi-

bility exists that reaction (7.1) itself is the major loss mechanism for

N( 2P). The N 2(UP) emission (B state concentration) remained constant over

much of the experimental pressure range, and because 02 quenching will pre-

vent N2 (A) buildup, the N 2(A) concentration may also be roughly constant

at all pressures. If the N2 (A) concentration exceeds 1013 molecules/cm
3

then the observed decay of N( 2P) could possibly be explained by reaction

(7.1), proceeding at a less than gas kinetic rate. It is obvious that more

experimental work, in addition to modeling with a detailed N2 /02 kinetics

package, is required to resolve this issue.

7.3.3. Fluorescence from 02 and N2 /02 Mixtures

Relatively few spectral features were observed when oxygen was ir-

radiated. Atomic lines at 777.2 nm and 844.6 nm were observed in a two

to one intensity ratio. This agrees well with the measured line strengths
7.8

which have a three to one ratio. (The upper states for both transitions

are within the 2p3 3p manifold.) No evidence of the 557.7 nm atmospheric
4 _4 1 -1green line (2p -2p , D - S) is observed, but its line strength is only

2% of the 777.2 nm line. 7.8 Therefore, given the S/N, population of the

low lying 1S state cannot be much greater than the 2p3 3p levels. The atmo-

spheric red line (2p4 _ 2p4, 3P _ ID) has a very long lifetime (200 s) and

is not observed.

The (b-X) atmospheric oxygen bands were observed at 762 nm over

a range of pressures, but the fluorescence peaked at 20 torr oxygen pressure.

At this pressure the total b-X intensity is 1/10 of the intensity of the
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777.2 nm line. The ratio of the bandstrengths of these two transitions
7.1,7.8 1

are 1:12 " and so the 0, b( l ) is Present in rouqhly the same con-
3

centration as the 01 2p 3p state. Using the spectrometer no flucrescence

from the (b-a) or (a-X) bands was observed. The integrating sphore was

not in the chamber for these measurements, and a factor of six increase

can be achieved through its use. The spectrally resolved (b-a) band was

observed at several oxygen pressures using the interferometer. Unfortunate-

ly the signal was sufficiently weak so that pressure broadening of the (b-a)

transition could not be measured in the present configuration. A loose

upper bound can be placed on the bandstrength of the b-a transition: it

is less than 4% of the 777.2 nm line intensity, which implies that the b

state lifetime against transitions to the a state is longer than 150 seconds.

This lower bound compares favorably with Noxons "2 estimate of 400 seconds.

Again, utilization of the integrating sphere and recent experimental improve-

ments (see Appendix I) should provide for increased signal levels in future

measurements. When N,/O mixtures were irradiated, the N (P) bands domin-

ated the 0.6-2.0 pm region. The NO overtone and N 20(2v 3) features at 4400
cm were the only additional features observed at all pressures.

7.4 Summary and Future Plans

The near IR fluorescence from several series of measurements of

electron irradiated N2 and 02 has been observed using detectors spanning

the 0.6-3.0 m region. In nitrogen the man-, observed transitions of the

First Positive (B-A) system were analyzed with the help of a code developed

for the prediction of synthetic spectra. Preliminary results demonstrate

the excellent predictive capability of the code for the transition frequen-

cies. A discrepancy may exist, however, between the predicted and observed

bandshapes and more data is required for comparison. The N2 (lP)0-0 band

transition was observed to decay an order of magnitude more slowly than

tht other 1P features. The observed pressure dependence of the decay did

not vary inversely with chambe: pressure as expected and this behavior is

presently not understood. When oxygen was irradiated, the 0)(b) state was

created in concentrations comparable to excited atomic oxygen states. As

a result, the (b-X) atmospheric oxygen band was easily observed, but due
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-o system response falloff, the (b-a) Noxon band could only be observed

usinq the interferometer. This band is estimated to be weaker than the
-3 -1

(b-x) band with a radiative transition probability of 
< 7 x 10 s

All of the observations reported in this section are preliminary

and will require additional experimental and theoretical investigation before

Lhe rcactions, bandshapes and transition probabilities of interest can be

accurately aetermined. Recent experimental improvements have yielded sub-

stantial increases in signal levels and with the use of the integrating

spherc, when appropriate, an order of magnitude gain in the detected fluo-

r -_scence signal levels should be possible in future measurements.
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8. SURVEYS OF 3-4 1m EMITTERS

The preliminary experiments to detect NO fundamental and overtone

radiation simultaneously with a single detector (see Sec. 4) were unsuccess-

ful. The problem was then attacked using two different approaches. Pos-

sible sources for spectral noise were investigated and sufficient noise re-

duction was achieved to permit the measurement to be made. This investi-

gation is reported in Sec. 9. Before the necessary noise reduction was

achieved, a search for a spectral radiator detectible by both the PbSe and

PbS detectors was instituted. This emission would then be used to obtain

a relative calibration between the fundamental and overtone bands.

The spectral response curves of the two detectors narrowly define

the optimum wavelength region for spectral emission potentially detectible

by both. Approximate response curves for our PbS (at two operational tem-

peratures 77 and 193 K) and PbSe (at 77 K) detectors are plotted in Fig. 8.1.

A typical response for an indium antimonide detector is also drawn in that

figure. It can be seen that cooling the PbS detector to 77 K results in

a decreased response at its peak, but substantially enhanced its response

in the 3.5 - 4.3 om region. The response of the PbSe detector when operated

at 77 K is considerably improved at all wavelengths over 193 K operation.

The 3.3 - 4.5 um region was thought to be the most promising for overlap,
-i

and gases likely to emit in the 2200 - 3000 cm region were viewed with

both detectors.

The InSb detector available at the time of these measurements was

found to be noisy and did not generate spectra as cleanly as the PbSe (77 K)

dete,'tor. It was not surprising that the NO fundamental and overtone bands

could not be observed using this detector. A new InSb detector was ordered

and in the meantime this survey was conducted. When mixtures of N2 and 02

were viewed with the noisy InSb detector only the NO fundamental with v < 4

was observed. (This is due to detector response cut-off at 5.5 nim.) At

100 torr N2/2 torr 02 pressures, however, the N 20 (V3) band at 2223 cm-I

was observed as shown in Fig. 8.2. No other emission (such as NO Av = 2)
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-1
beyond 2500 cm was observed. From the discussion and computer modeling

of Sec. 5, N 20 and NO2 are expected to be formed in N2/O 2 mixtures. The

concentration of beam-created species is expected to be much greater here

than under the conditions of Sec. 5 due to decreased flow and increased pres-

sure. NO2 ('3 ) emission at 1620 cm is beyond the response cut-off of this

detector but was observed under these conditions with a PbSe detector.

It was initially hoped that the overlap emission could be observed

under experimental conditions similar to the NO runs, i.e., same beam cur-

rent, same N 2 pressure and flow, with just a trace of an additional gas added

to provide the emission, so that the beam geometry within the non-uniform

field of view of the detector did not vary significantly. As a secondary

tactic, if an overlap emission could be found only at higher pressures, it

would be viewed by the two detectors under identical experimental conditions

and the effect of the differences in beam geometry between these conditions

and those of the NO data runs assumed to be small. The NO data runs were

confined to low pressure, rapid flow conditions to remove the effects of

spectral contaminators such as OH. With these guidelines in mind, the fluo-

rescence from various gas mixtures were observed.

Nitroqen/NO mixtures at 20 torr/4 torr were viewed with the PbSe

detector at 77 K. In addition to NO, which appears to have a small elec-

tron excitation cross-section, NO2 and N2 O(\v3 ) bands were observed. A spec-

trum taken under these conditions is shown in Fig. 8.3. Both beam-created

species radiate more strongly than the added NO. The small amount of CO2 (V3

emission is due to atmospheric CO2 introduced when gas bottles were changed.

NO emission was observed only from the lowest levels, indicating either strong

quenching of the higher vibrational states or small production rates for

those levels. None of these features were observed using the PbS detector

at either 77 or 193 K. When N 20 was added to N2 only N 2O(".3 ) emission was

observed. As pressure was increased weak emission from N 20 combination bands

could be observed. The spectrum of 90 torr N2 with 4 torr of N 20 added

is displayed in Fig. 8.4. The N 20( 3 ) band is optically thick with red shifted

hot-band emissions dominating the fluorescent features. The other features
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have been tentatively identified as the first overtone of the V band at
-l -l

2560 cm and the VI + 2v2 combination band at 2470 cm Unfortunately,

these features are so weak they could not be detected by our PbS detector.

Interestingly, NO fundamental fluorescence from v = 1, 2 can also be weakly

observed in Fig. 8.4.

When N 2/He and Ar mixtures were irradiated, atomic lines around 2 lim

could be easily observed with the PbS detector, but no weaker lines could

be detected further to the red and the PbSe detector was not sensitive enough

at 2 ijm to observe the atomic lines. Hydrogen was added to N 2 (20 torr) and

NH(Av = 1) emission was observed from levels v' < 3 as shown in Fig. 8.5.

This emission is weak as shown by the poor S/N of the data from our PbS de-

tector at 77 K. The NH formation mechanism in the LABCEDE chamber has ten-

tatively been identified as

9
N(2D) + H2 - NH (v - 3) + H ' - 1.4 eV (8.1)

The arguments in support of this formation mechanism and the expected forma-

tion kinetics and relaxation times will be presented in future reports. The

rotational assignments cf Fig. 8.5 are based on the previous identifications

of Sakai.8 . Emission from vibrational level I is curiously weak in these

mixtures. The weak NH fundamental, although at a qood frequency, could not

be observed with the less sensitive PbSe detector at any N? presaiure, and

further studies of formation and relaxation rates of NH were not pursued.

When methane was added to N2 , NH fundamental emission was again observed

with the PbS detector at 77 K. In addition, HCN() 3 ) fluorescence at 3300
-1

cm was observed as shown in Fig. 8.6. The P branch of HCN overlaps the

NH emission, but it appears as if NH (1 - 0) emission is not suppressed here

is it was in N 2/H, mixtures. Considerable free radical based chemistry is

u)ccurring within the IABCEDE test chamber to permit HCN formation. The fea-
-1

Lure at 3650 cm has not been identified. Unfortunately, even the 'tronqcr

tiN( ) teatur, could not be observ(-d with our PbSe detector. As a cross-

.h, (:k , tht.. I :ty of impurit 1.0; in th CH 4  ql;inq; rice to thc. HCN,
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(,,'Ar mixture:; were irradiated and no soectral features were cnserved with

The best-. s'ectral overlap occurred for C)(.  ) emission when N /CO
23 2 2

mixtures w,-re itra/iated under conditions similar to the NO data tuns. The

* ,S. cetect-r ccbserved the usual CO fundamental and CO-(,. ) emiss-on bands.
2 3

:t; ,_'tcr re .: s, is relatively flat in this regicn, but atmos..;ric CO
8.22

- q ob::rs hne _ emissions. The PbS dertectr L-.jcratii q at 77 K

,.,s co '.,i rtone emission and the CO2( ) band. [ThiL succ.sts a future

-. r-mn ts )roqram for the CO Einstein c-'efficieont rot o0 .. I] The, r,-sponse
• -r t :e -bS L , ector is falling off rapidly in this reqion and chances sig-

*iiicantlv across the Co. bandwidth. As a result it was necessary to use

th integ.ated intensity of the . band rather than comparino pe&K inten-

sit.ies with the two detectors. This uncertainty coupied with the atmospheric

ab.sorption rlace serious doubts on the accuracy of a relative calibration

-italned using the . emission. Nevertheless, the deduced NO Einstein co-

efficient rdtios based on this calibration agree with Billingsiev5'83 values

t- within 30%. Fortunately, interferometric noise sources were reduced and

with the new InSb detector a direct measurement of the NO overtone and fun-

damental bands was possible, and it was not necessary to rely on the CO

t- provide a relative calibration (see Sec. 4). These survey measurements

have not been repeated using the new InSb detector which should give much

better siqnal to noise in the data for emitters in the 3.5 - 5.5 urm region.

Several fascinating observations were made during this survey and it is hoped

that more detailed investigations will be possible in the future.
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9. INTERFEROMETRIC NOISE SOURCES

'.1 I~It oductien

Preliminary exiceoriments in the LABCEDE test chamber re.,,(- tjci t

the similtaneouq detection of NO fundamental and overtone fluorescence would

be lifficult. At that time the spectrally resolved overtone 'and fluorescence

was at the spectral noise level. Nearly an order of mannitude improvement in

SN"! would be required to permit an accurate determination of the A V IV/AV v- l
rt;os. ecause the peak of the fundamental band was observed to be five to

times as intense as the peak of the overtone, this would require S/N ratios

.C :,roachinq 10I( in the fundamental region since noise is fairly uniformly

i:I:tcibuted throughout the Fourier transformed spectrum. MlI attempts to

Make this meosurement usina lead selenide anc lead sulfide detectors were un-

successful, -lthouqh cross-calibration using emission from another radiator

cebservable with both detectors was partially successful (see Section 8).

From the theoretical curves for detector D* (detectivity in cm Hz//W)

we felt that using an indium antimonide detector provided the best chance

of observino emission at 5.4 pim and 2.7 pm. The long wavelength response

ot that detector decreases drastically beyond 5.5 pm. As a result, the

entire fundamental band is not observed, only emission from vibrational

levels 1-4. Experiments using the existing InSb detector (operating photo-

voltaica]lv at 77 K with preamplifier input nulled) rtvealed that it was

far noisier than expected, having a D* two orders of magnitude below typi-

cal levels. A new detector was ordered from Infrared Industries in Waltham,

and while awaiting its arrival a systematic investigation of other potential

noise sources in the observed spectra was conducted. These sources include

photon noise, source noise, digitizing noise and sampling errors, in addi-

- tiom to dete-tor noise. We will now discuss each of these noise sources

in detail and identify the major spectral noise sources and reductions

achievable.

f- .CI JIi1a.- CL&&LM F fli
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9.2 Noise Sources

9.2.1 Detector Noise

The noise on infrared detectors is primarily determined by the

fluctuations of the background photons incident on the detector. Detectors

are rated while looking at a 295 K blackbody subtendinq 27 steradian

field of view. A reduction in this noise level results if the viewing

steradiancy is reduced using a cooled collar or mask. This noise level,

however, will be independent of the signal intensity on the detector until

the signal level is comparable to the background and its statistical fluc-

tuations contribute to the total noise. Under these conditions an inter-

ferometer gains considerably over dispersive techniques, because the

emission from all frequencies is simultaneously detected. This multiplex

advantage results in a reduction in spectral noise levels over the inter-

ferogram noise levels. The detector noise is evenly spread over the trans-

formed spectrum. Thus if emission is occurrinc at M resolvable frequencies,

then .1

s ()NT

This ecuation becomes more accurate as M increases and the emission approaches

a blarkbody. Tho necessary exlerimental check on this source of noise is

that the detectors are operatinq near their theoretical capability under our

experimental conditions.

The effective Noise Equivalent Power (NEP) for each detector was

calculated as follows:

NEP = noise level (V) . electrons/s x photons x joules (9.2)
resistance (ohms) A electron photon

where the noise level measured (on a scope) takes am-lification gains into

account. As an example for the new indium antimonide detector (operated

at 77 K in a r hotovnltaic mode wit-h reamr-lifier input voltaqe nulled)
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1.5 x X I V 6 x 10 -0
_______=_ - e/s x --. 5oot -.<x

A e rhotor

-11
1 10 W

A Af 1/2 -1

D* d 9 x 0 I cm Hz (9.3)NEP

-' K GI1octor is surroun.Jed by a collar which extends down from the cold

l, i rducincn the detector field of view to - , steradians. Further

- n,,i nc renet ionjs are riot fiecsible because of the fast f/il lens used

foc.. the fi iht oi3to toe dotector. Infrared Industries measured the D*
1.1 1/2 -lr; rttc t o be I. 1.3 x 10 cm Hz W using their own electronics.

" ti is in -,r()d aureement with our value, and thus our experimental detec-

, - 'oI. and dm.ILification network add little noise above the rated

;.9r.-tor sor.. The indium artimonide detector mentioned Previously was

nd to be bad, but ai I other detectors tested were within a factor of

two ot their literature value's of D*. Thus our detector network is oper-

,itrtq as we 1l as inossible and !no significant gains in noise reduction could

iis area .

1).2. Source Noise

The interferograms are created by sequentially sampling the detector

-cmnal ever-7 time the mirror moves 0.63 pm. The mirror movement is followed

bv observinq the interference pattern created using the monochromatic light

from a Helium-Neon laser. The data is gathered every other zero crossing

of the laser fringe p attern, about once a second. The detector signals for
avrgd9 2,9.3

all electron beam pulses between zero crossings are averaged. As a

rpsult, low frequency variations of the source level will distort the inter-

ferogram. These variations could arise from atmospheric turbulence, vibra-

tionq of the interferometer, or fluctuations of the source either due to

c hanges in the target chamber operating conditions or electron beam jitter.

When source variations are significant there is actually a multiplex dis-

advantaqe because emission from all wavelengths is detected at all times,
9.1

-r accordinq to Murphy
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Some obvious remedies included: insuring that the interferometer was well

isolated vibrati-nally - that the isolation table was performing satisfac-

torily; enclosinq the optical path-reducing effects of dust and turbulence;

stabilizing the electron beam - adjustinq its period to minimize 60 Hz pick-

up, optimizing its position in the differential pumping apertures, and dis-

carding runs which suffer long term intensity drifts of more than half a

percent. The short term, pulse to pulse, jitter in the beam current was

less than 3% typically and since 50 pulses were averaged during an inter-

ferogram mirror position, this jitter was effectively reduced to 0.4%.

In order to quantify the effects of this noise level on the spectrum,

computer simulations were carried out on a Prime 400 computer available at

Physical Sciences Inc. to check the validity of Eq. (9.4).

Several interferograms having very low noise levels were digitized,

input to the Prime computer and transformed using a Cooley-Tukey algorithm,

believed to be similar to the one used on the AFGL PDP-15. There was ex-

cellent agreement (better than 99%) between the spectra reduced using the

different methods in terms of intensities, spectral frequencies and inte-

qrated intensities. Both routines generated spectra which had an effective

resolution slightly larger than theoretically possible. This was due to the

finite detector size.

The data is sampled at mirror positions separated by Xlaser

0.6328 Jim. This means that the maximum wave number emission which can

be detected free from spectral overlap is

1 -1
MAX = 2- = 7901.4 cm (9.5)

10
If the aata is acquired at 1024 positions (21) on one side of center

(zero path difference between the two arms of the interferometer) then the

mirror has moved 0.0648 cm. The spectral resolution, 6, then is the spectral

range divided by the maximum number of resolvable frequencies N, or
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MAX . . 7.72 cm 1  
(9.6)

N 2X

Thus the larger the mirror movement, the greater the resolution (or the

smaller &:). For this mirror movement, the resolving power R is as expected

P = 2Xa = N = 1024 (9.7)
ca MAX

In actuality, the observed resolution obtained by viewing an atomic line
-1

is - 10 cm . The finite size of the detector (rdet = 0.15 cm) sets the

minimum size that a central interference fringe pattern can extend. As the

mirror scans out from center, the pattern contracts. The intensity of the

interferogram at a qJven mirror position x is the integrated emission from

all frequencies, i,

dI(x) B(a) cos(27Tcx)dG (9.8)

0

When off-axis rays of angle a are included in the analysis, Eq. (9.8)

becomes

,o C

dI(x) Bf ((I) [cos (271xcoscY)] dudQ (9.9)

0 0

2 .
where 2 = Trro is the solid angle subtended. For small values of 0,

27nxcosct 2zrcx(l-2 /2). The first zero of the fringe pattern occurs when

a phase difference of 7 exists between the central ray maximum and the

minimum point. Then

2
2 C vx-C- T (9.10)

2

or
1

0=

(cix) 1/2
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Thus the size of the fringe pattern is inversely proportional to the fre-

quency of the emission and the mirror path difference. The detector is

either circular (InSY) or has a circular mask (PbSe, PbS) of radius 0.15 cm.

The CaF 2 lens has a focal length of 3 cm, so that in the image plane

.15
S = .05 rad3.

Alternately the field of view at the experiment (as limited by the detector

aperture) is 3.25 cm at 65 cm or a = .05 rad. This field of view is circular

and falls off from maximum in a geometric manner based on the fringe inten-

sity pattern.

If the detector angular extent is used to set the minimum fringe

pattern size, then

Q > -~(9.11)
Cq X

MAX

where X is the maximum path difference. From Eqs. (9.6) and (9.7), we can

then solve for the maximum resolution which can be achieved usino this

detector ind lens,

0 ax = 9.68 cm (9.12)
27

as measured experimentally. This resolution is determined by the experiment,

not by any subsequent apodization or truncation, and as a result both F.F.T.

routines (at PSI and AFGI,) generated spectra with the same resolution.

In order to observe the effects of source fluctuations on the trans-

formed spectra, random noise was qenerated (using a random number generator

routine) and added to the Low noise interferoqrams. The amplitude of the

noise added was a percentage of the interferoqram DC level. These new noisy

interferoqrams were then transformed and could be compared to the spectrum

from the original interferoqram. The spectra with no noise, Is, 31, and IU%

noise added to the interferogram are shown in Figs. 9.I - 9.4.
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Fia. 9.1 Spectrum from transformed interferoqram at beam termination from a
0.14 torr C02/8.9 torr Ar mixture. The interferoqram has low noise
and no 3iddltional noise has been added. Maximum intensity is 7.1 x
]0- 7 W/cm 2 sr cm-1 .
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Fig. 9.2 - Spectrum from transformed interferogram with 1% noise added.
Maximum intensity is 7.1 x 10- 7 W/cm 2 cm-1 sr.

184



-A11'4 389 PIYIA CECSIC WOSURM MA F/6 20/7'
LASCEDE STUDIESdu)

S E I 1 B0 GREEN. 6 E CALEDONIA. L PIPER F19628-78-C-nilS
UNCLASSIFIED PSIR-262 AFL.R-82-060 N*uuuuuub

mhhmh7m.NYhThhhhhhh



5216-58

1.00

.83-

LUJ

LUJ

J'40

.20

.00-

1500 1700 1900 2100 2300

WAVENUMBER

Fig. 9.3 - Spectrum from transformed interferogram with 3% noise added.

Maximum intensity is 7.0 x 10-7 W/cm2 sr m1
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Fiq. 9.4 - Spectrum from transformed interferogram with 10% noise added.

Maximum intensity is 8.1 x 10- 7 W/cm 2 sr cm"1 .
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The interferograms. used in this exercise were from previous Co 2/Ar

runs using a PbSe detector. CO(v) fundamental and C2 (V 3) emission contrib-

ute to the interferogram. The interferogram used for these calculations

corresponds to the signal at beam termination. This data was chosen because

of the large S/N level. The conclusions drawn should be equally valid for

the NO emission of interest here.

It can be seen t'.ct the spectrum rapidly degenerates as the noise

level increases. A spectrum from the interferogram with 50% random noise

added had no distinguishable spectral features above the noise. It should

be noted in Figs. 9.1-9.4 that the envelope of the emission is unchanged

as noise is added, the random noise is distributed throughout the trans-

formed spectrum. If these "noisy" spectra are then compared with synthetic

spectra using the least-square fitting routine, the effects of source noise

on the calculated populations can be observed. The fit populations of CO

vibrational levels 1-12 are plotted in Fig. 9.5 for cases when no noise, 1%

and 3% random noise was added to the interferogram. The absolute average

error in the calculated populations is 11% for the case when 1% noise was

added, 40% for the 3% case. Thus it appears as though Eq. (9.4) is an

accurate representation - there is a multiplex disadvantage when source

noise is the dominant interferometric noise. Moreover, the calculated

populations may be less accurate than the spectra. This exercise highlights

the importance of source noise reduction. The effective short term jitter

(0.4%) may give rise to a 4% error in the calculated fundamental populations,

possibly a 20% error in the overtone populations, if the computer modeling

accurately represents this noise. Similarly, the long term drifts must be

kept as small as possible, preferably 0.5% or smaller.

In the work of Section 4, there were several sets of data taken under

conditions when source noise fluctuations were small and the NO overtone and

fundamental emission could be satisfactorily observed. As a result, more

permanent system changes to reduce source noise were not attempted. Never-

theless, for future work when high signal to noise is desired the followina

design changes should be considered. The beam pulse should be synchronized
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Fig. 9.5 --Vibrational populations calculated from previous spectra with

varying amounts of noise added to the original interferogram.
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to line frequency. The present ripple in the current detected in the target

chamber may be due to pickup in the steering coils. The filament is heated

by a regulated DC supply, the pulse network puts out a 40 V pulse free from

ripple. The ripple only becomes significant after the beam has passed through

the differential pumping nozzles where small variations in beam steering af-

fect the fraction of the beam passing through these tiny apertures, Addition-

ally a feedback network could be constructed to eliminate long term drift

due to supply voltage variations.

9.2.3 Digitizing Noise

The analog detector signal is sampled by a 10-bit A/D converter,

then stored on magnetic tape. The system dynamic range is thus effectively

limited to 103 (210). The error introduced onto the interferoqram by the

digitizing process will be a variation of the interferogram intensity in a

random manner (for non-periodic interferograms). The effect of this noise

on the transformed spectra and calculated populations should be similar to

the source noise fluctuations discussed above. If the full dynamic range

of the A/D converter is utilized, then the error introduced onto the inter-

ferogram points is at most 0.1% which would give rise to a 1% error in the

populations calculated from the spectra. For the NO data, the full signal

on the detector has a large background component, especially for the PbSe

detector with excellent long wavelength response. For this detector, and

to a certain extent for the InSb detector, some of the 300 K background

emission is along the interferometer optical axis and falls within the de-

tector suectral bandpass. As a result, each interferogram contains a con-

tribution from a 300 K blackbody. Subtraction of the interferogram at a

reference time effectively removes this contribution from the spectra.

However, the raw data interferograms may be dominated bv this contribution

and the NO fluorescence component of the interferogram will not span the full

dynamic range, possibly resulting in significant spectral noise arising from

the digitizing. As a check on this, interferograms were simultaneously

recorded on paper tape and on the computer. The component of the fluorescence

arising from beam irradiation was separated from the background emission

using a lock-in amplifier. The output of the amplifier was then sampled
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with a digital voltmeter to four significant figures (105 dynamic range)

and punched onto paper tape, In this manner the NO component of the detec-

tor signal was amplified to occupy the full 105 dynamic range. This data

was transformed and compared with the spectra from the computer-acquired

data. No significant difference in noise levels was observed. For these

runs the spectral noise level was a few percent of the peak of the fundamental

intensity. Thus it can be concluded that the digitizing errors are not the

dominant interferogram noise source, but to be certain, care should be taken

to fill the entire dynamic range of the A/D converter,

9.2.4 Photon Noise

In the infrared the dominant source of detector noise is the fluc-

tuations or photon noise of the background radiation. As discussed above,

interferometric techniques gain over dispersive methods when the source

intensity is comparable to the photon noise of the backqround (multiplexina).

If the signal itself is intense enough that its photon noise dominates the
9.1,9.4

detector noise, the multiplex advantage is not realized. This situa-

tion is not felt to apply to the present set of measurements. As an interest-

inq aside, the photon noise is greatest for the intense spectral features.

This noise is spread over the entire transformed spectrum when an interfero-
9.1

meter is making a measurement. The spectrum from a dispersive instrument

exhibits the noise associated with each feature. Thus weak lines or bands

(such as the overtone) may be obscured in the distributed noise of the trans-

formed spectrum, and a dispersive technique may be preferable for these types

of measurement, if the siqnal levels are high enough that the throuqhput ad-

vantage is not reuuired.

9.2.5 Sampling Errors

If the actual mirror position at the time of data acquisition is at

a slightly different place on the frinae Ipattern for each sample, then

satellite lines having the appearance of noise will be generated in the 9

spectrum. The interferogram intensity for a monochromatic line at any
9.

path difference, I(x), is (followino the treatment of Sakai)
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I(x) = B(c) cos2"Tnx (9.8)

If the sampling occurs with a periodic error, then the path difference at

which samplina occurs, x', is

x' = x + Psin2vrrx (9.13)

where S is the amplitude and 1/c is the period of the error. Then the

measured interferogram is

(x') = B(o) cos2rn(x + Qsin27Ecx) (9.14)

and for small amplitudes P

I(x') = B(o)[cos27Tix - ocYcos27(O+()x + 7a~cos27(a-)x]

The satellites are at frequencies (7+r), and (o-c) and have heiqhtl. of roc,

relative to the main feature. Random errors can be written as the sum of

periodic terms. For this ca:se

K

I(x') = B(,')[cos2Fox - 7 PO' cos2 T(,i+r )x
i=1

K
+ z mj. cos2(c-.)x] . (9.15)

i=l

If the averaae ;amt Iir-, error can .na -cterized b ., s: ,91ri Ivji r or

L× X 1th'c. C- i 1 S, 1)t 'T , <t,-. 1Lit es can 3i1;r be char]icterizcd by a

stmndard deviation,

V>= -<r- = )($/ 1N) <AX> (9.16)

where N is the number of samples, K the total number of modes excited by

errors. If "v> is comparable to the spectral noise level from other

sources, it contributes to the total noise. This bound piaces a constraint

or tolerance on the acceptable errors <Ax>.
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T<Ax> *(N/S) (()~ N/S) I ( )j 7  (9.17)

A more careful derivation9 .4 gives vA/7 6. Thus it can be seen that for
-1 -l

a 1% spectral noise level at 3720 cm and 10 cm (N=1024) resolution, the

0
standard deviation of the samplinq errors must be less than 60 A or about

1% of the samplino distance. Electronic filterinq of the laser fringe pat-

tern is employed to reduce noise levels of the signal. This smoothing would

tend to distort the zero crossing position if the mirror was not uniformly

scanninq. As the cutoff frequency of the low pass filter was increased from

2 to 20 Hz, the spectral noise level for comparable runs was observed to de-

crease slightly. If the cutoff frequency is too high, noise on the fringe

pattern could also give rise to zero crossing errors. Thus care must be taken

to optimize the cutoff frequency of the filter on the fringe pattern to pre-

vent spectral noise. An obvious remedy for this situation is the improvement

of the laser detector amplification network to reduce noise to negligible

levels so that no filterinq is necessary.

9.2.O Summary of 1,ABCEDE Interferometric Noise Sources

A, a result of this investigation, we have clearly identified source

\,xriations as the major contributor to noise in the transformed spectra of

the existing system. Any improvement in source stability will result in siq-

nificant increases in the observed spectral signal to noise. Possible system

modifications mentioned above are recommended if future high signal to noise

measurements are rlanned. An additional noise source was identified to be an

average error in the measured zero crossing values. This was remedied by

reducing the filterina of the laser fringe pattern. A more satisfactory

solution would be improvement of the laser fringe amplifi,-ation electronics

to reduce noise sufficiently s, that filterino is nc t recuired. This investi-

gation w:is; al-,) val, nblo because we determined that the detectors and amplifi-

cation network were oterating near their theoretical limits. It was also

found that little di-t,rtion of the interferouram resulted from diqitizinq
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errors, but that the full range should be employed. Alternately, the number

of sampling intervals could be increased to 212 (4096) decreasino the intro-

duced errors by a factor of four.

In light of these conclusions, the system performance was modified

sufficiently so that very low noise data could be acquired. Signal to noise

levels of 10/1 in the overtone region were obtained, corresponding to a

50/1 signal to noise in the fundamental. Additionally, both fluorescence

bands were observed with the InSb detector. The NO populations in the over-

tone could be determined with sufficient accuracy that the absolute values

of the A v 2/Av-v_ 1 ratios for NO could be measured to 10% - 20% accuracy

as described in Section 4 of this report.

9.3 Interferometer Optical Misalignment

As part of previous measurements programs, attempts were made to

measure absolute intensities of the infrared fluorescence. Siqnificant

variations in the calculated values from day to day prompted a thorough

investigation of the calibration process. It was discovered that the funda-

mental Fourier relation was not being satisfied, i.e.,

0
max

I W) 8(0) cos2rox do (9.18)

0

The observed intensity on the detector (volts) at large x was greater than

the integrated spectral intensity (V/cm- ). This error exists prior to

detector response correction and cannot be associated with the calibration

process. Additionally, the FFT proqram on the PDP-15 produced spectra which

accurately matched those generated with the PSI transform routine (see

Section 9.2.2). As a result, we decided that this effect might be associated

with interforometer optical alignment due to excellent reproducibility with-

in a sin(ile day's data, but poor agreement between data acquired months apart.
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'wo sets of Jata were ac.Tuired viewin- a blickbody through a nutch

filter with two bandrasses at 21'- cm aoid 4-' ) cm 1C) ore; fur the

interferometer was severely misalicined (1-1'2 comilete fringe shifts would

occur as the observer's eve swert across the detector r)lane); for the other

run the interferometer was carefully iliqned so that a fringe shift of less

than 1/4 frince occurred. The transformed spectra acquired from these runs

are displayed in Fios. 9.6 and 9.7 for the misaligned and aligned runs,

respectively. Misalignment decreased the value of rB(W) do calculated.

Fnr the aligned yase the ratio of !P(,i) dc to Ide t was 1.025/1 when all

frecuencies were integrated. When just the emission in the bandpasses

was considered, their ratio was 0.89/1. Additionally the ratio of the

intensities in the two bands was o.87/1. These results are summarized

in the table below. When the interferometer was misaligned, the total

intensity on the detector was unchanged but only 84% of this value appeared

as spectral intensity anywhere- 70% appeared in the two bandpasses. More-

over, the two bandPasses were now of comparable intensity.

TABLE 9.1

COMPARISON OF SPECTRAL INTENSITIES

Aligned Misaligned

Idet 2.6 x 10- 4 V 2.8 x 10- 4 V

f MAX B (o) do

0
Ide t  1.025 0.84

2500 5100

f900 B() dT +f4600 B()d. 0. 89 0.70

'det

2500
f B (C) da

1900 1.08 x 10-4  1.00 x 10-4
510= 0.87 = 1.02

f5100 B()d 1.24 x 10
-4  9.8 x 10

- 5

4600
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The misalignment had a much more dramatic effect on the intensity

of the large wavenumber bandpass; the 2100 cm i/feature was relatively un-

affected by the process. The larger wavenumber emission forms a more com-

pact fringe pattern at the detector than the 5 pm radiation. It is felt

that this smaller fringe pattern will be more sensitive to optical misalign-

ment and thus will decrease more rapidly in intensity as misalignment in-

creases. The effect has seriously hampered past measurements of absolute

intensity, and a computer program has been written which calculates the

quantity fB(o) do on the PDP-15.

This program will provide a daily check on the interferometer align-

ment, and permit the misalignment to be observed and corrected prior to data

acquisition rather than after several weeks of calibration and data reduction

at PSI. The fact that the :B(a) do can be made to equal the detector inten-

sity when the interferometer is aligned completes the last link relating

target chamber fluorescence to calibrated spectral intensities and calculated

excited state population densities.
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APPENDIX I

EXPERIMENTAL APPARATUS MODIFICATIONS

In addition to the replacement of components which failed (the Helium-

Neon Laser, electron gun filaments) several modifications were made to the ex-

perimental apparatus in order to gain signal intensity and stability. The ef-

fort can be divided into three areas: electron source stabilization, target

chamber flow characterization, and improvements in data acquisition and reduc-

tion.

Arcing on the high voltage table has been a persistent problem result-

ing in large signal spikes which transform as spectral noise. A sheet of

polyethylene sheeting (I mm) was placed under all the components on the table

in an effort to reduce possible arcing to the standoff transformer or table

supports. New ground cables were made, a new line regulator and a new fila-

ment supply (Kepco 30A, 6V) was integrated into the system. As a result of

these measures breakdown now occurs only in very humid weather. A variable

voltage and current supply was employed to power the magnetic steerinq coils,

permitting wider tunability of the focused beam. Nevertheless, it was ob-

served that the current reaching the chamber was slowly decreasing in ampli-

tude even though the filament current remained constant. The filament posi-

tion was adjusted over the range 2.43-2.54 cm (its prescribed position is 2.51

cm) height. The anode cup is at 2.94 cm. Little variation in the beam cur-

rent in the chamber was observed. Apparently the filament position is much

more sensitive to side to side position beneath the hole in the anode cup than

height. It was observed that the end of the gun was drooping. The acrylic

spacers between acceleration stages of the gun had slipped sufficiently that a

fraction of the current leaving the cathode did not enter the acceleration

zone, but was skimmed off. Efforts to grdually shim the cathode end of the

gun back into position were only moderately successful. Current for the runs

had dropped as low as 0.25 ma. Shimming restored this to 0.6 ma, still far

below the previous 1.5 ma level. A new electron gun was installed.
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In order to obtain accurate values of chamber residence time (neces-

sary for estimates of beam created species concentrations) the chamber volume

and flow and leak rates were measured. The chamber volume of 10 liters and a

total system volume of 31.2 ± 0.9 liters were determined by expanding a known

volume into the system and observing the pressure change using a Wallace-

Tiernan gauge. This gauge was also used to calibrate the alphatron and new

thermocouple gauges at several positions in the system. At several times dur-

ing the reporting period, the total leak rate was measured consistently to be

10-2 torr/minute, which corresponds to 1.7 x 1017 molecules/s. In most of the

runs used for analysis, the gas flow was greater than 5 standard f/minute (or

2.2 x 1021 molecules/s) and the fractional concentration due to the leak is

less than 8 x 10- 5. Efforts to reduce the level of this leak are continuing.

Three flow meters were integrated into the gas handling system: a

Manostat 1045M model for 1-20 sim flows, a Matheson R-2-25D #72 tube useful in

the 20-500 sccm flow range, and a Matheson 1/16" tri-flat tube covering the

2-300 sccm range. Each flowtube was calibrated by monitoring the system pres-

sure rise resulting from a metered flow for a measured time. These calibra-

tions were made for C02 , 02 and air for the small flowtubes, and N2 , 02, and

argon in the large flowmeter. Corrections for gas density and buoyancy were

applied. The calibrations accompanying each flowtube were found to be fairly

accurate, and the flow scaled as expected with gas density.

The interferometer cover was removed and the internal optics observed.

The total path from the front aperture, through the compensating beamsplitter,

to either the rear moving mirror or fixed bottom mirror, and finally through

the lens to the detector element was measured at 17.9 cm. The active areas of

the elements (lens 2.22 cm, mirror 2.54 cm, aperture in faceplate 2.86 cm) did

not restrict the field of view, and the mask on the detector surface is the

limiting aperture. The As2S3 lens was found to be inverted; when the convex

surface faces the detector, coma and spherical aberation was greatly reduced

for this high index material. The focusing lens increases the signal by a

factor of 250 over the level with the lens removed. The total signal level
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did not change upon inversion; nor was detector field of view non-uniformity

reduced. It was found, however, that the field of view asymmetry rotated when

the lens was rotated; the lens was deformed. A new calcium fluoride lens was

ordered to permit extension of the interferometer scans into the near IR. The

optical system had a more uniform response across the field of view with this

lens. Additionally, the transmission of the CaF2 lens was about 90% for wave-

lengths less than 7 pm. For this reason a CaF 2 flat was also purchased to re-

place the chamber window, giving a net transmission gain of the optical system

of a factor of four.

Further signal increases were obtained by using a sensitive Santa Bar-

bara Research Corporation PbSe detector. This detector has excellent long

wavelength response and a low noise level. When mounting the detectors, a

thin film of RTV was used to attach the detector to the Dewar cold finger. If

the RTV is not cured properly it will creep across the detector face during

subsequent operation causing absorptions at 1700, 2000, and 2700 cm-i. Vari-

ation of the detector bias voltage and load resistor yielded operating condi-

tions for each detector which have a maximum signal/noise level:PbSe 90 V, 400

kQ; PbS 90 V, 2 W.

Previously, the interferometer system and detector position was

aligned using a blackbody standard and then rotated 900 to view the experi-

ment. It was found that the interferometer did not rotate in a plane, and

that a 50% increase in signal level could be gained by optimizing the detector

position on the peak of the fluorescence from the chamber. Finally, the radi-

ation detected when the blackbody was observed was found to arise both from

the 1173 K aperture (1 mm2 ) and the front plate (200 cm2 ) which was at a tem-

perature of - 330 K. To remedy this, aluminized MylarM was used to cover the

front plate and an iris was positioned midway between the source and the de-

tector.

The total improvement achieved by all the above changes is a factor of

20 in signal to noise. Implementation of the new electron gun increased this

still further.
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Three computer programs were written to aid in data reduction on the

PDP15 computer. The first speeds tape re-ordering prior to transformation.

The function of program URTR3 is to convert LABCEDE data that is stored on

magnetic tape #2. The tape contains a maximum of 2150 data points, each con-

taining information at many times during the pulse period. Conversion of the

data involves choosing the Ith time dependent element from each of the 2150

records, subtracting off the first element, and creating an interferogram by

placing this Ith element of each record in an array of maximum dimension 2150.

All of the data reading from tape #2 takes place in a MACRO-15 subroutine

called RTWRT2.

Originally, URTR3 converted the data by calling RTWRT2 within 2 loops,

the outermost "I" loop incrementing by 1 from starting time to the maximum

time desired. The inner loop started from data point #1 to point 2150.

RTWRT2 was called with a list of 5 arguments: ITR(J), the time dependent ele-

ment of data point J; NUMINT, the number of time elements; I, the time element

index; J, the data point index; and IHTSUB, the element to subtract. Pre-

viously RTWRT2 proceeded to read through each point, picked off one Ith time

element, subtracted off the value of INTSUB, and passed the resulting value

back to URTR3. It continued the process for each of the 2150 points storing

each element in array ITR(J). This array was written onto magnetic tape #1,

tape #2 was rewound, and the "I" loop was incremented. This process took

about 2 minutes to create an interferogram at one time.

Modifications were made to URTR3 so that 9 time elements are read from

tape #2 simultaneously. First the I loop containing the call to RTWRT2 was

modified by changing the time increment from 1 to 9. The second loop over the

number of data points, J, remains the same. Subroutine RTWRT2 is still

called; however, argument ITR(J) is changed to JTR(J) which is the array of 9

elements that RT4RT2 passes back to URTR3. The argument NINE was added to

specify the number of time elements picked off tape #2. This extra argument

corresponds to NVAL in the subroutine. RTWRT2 was modified so that NVAL is
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loaded into the accumulator, its two's complement is taken, and this quantity

is deposited into the accumulator. The section of the code where one element

from each data point is picked off and stored in the accumulator for subtract-

ing was made into a loop NPASS. This was done by adding a counter, INC, tak-

ing its two's complement, and adding a jump statement so that NPASS is ex-

ecuted 9 times.

The following section of the code where IIISUB is subtracted from the

first time element at each data point was changed into loop INCLOC. In this

loop, a counter INCL is used in the same manner as in NPASS in order to faci-

litate the subtraction of IIISUB from each of the 9 elements.

In URTR3 8 different arrays [ITRA(J), ITRB(J), ITRC(J), ITRD(J),

ITRE(J), ITRF(J), ITRG(J), ITRH(J)] were added in addition to the original

ITR(J) array, each dimensioned to 2150. The first element of the JTR array is

stored in element 1 of ITR(J), second element of JTR array is stored in ele-

ment I of ITRH(J). This process continues until all 2150 records are ex-

hausted and takes approximately 3 minutes.

Lastly, all 9 interferograms are written onto magnetic tape #1. Pre-

vious to these modifications, only one interferogram was written onto tape #1

for each read from tape #2. As a result, the time required for tape re-

ordering is reduced by a factor of six. Only 9 arrays of maximum dimension of

2150 are stored in the code because of the limited memory capacity of the

PDP-15.

The second program is used to reduce the number of tapes required for

data storage. Previously, the data from each run was stored on a separate

tape, using only - 15% of the available storage capability. The program

CONTAP, STACK, CONDEN, TAPRD is used to stack the many sets of data onto a

single tape. The input tape is on MT1, the storage tape on MT2. After writ-

ing the file onto storage, a control P will continue operation when a new tape

(MT) has been loaded. All header information is stored with each file, but
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the total number of files is not stored internally and the tape must be ac-

curately labeled. To remove any file from storage, the program URTAPE,

UNSTAK, CONDEN, TAPRD2 sequentially reads through the data files (MT1) dis-

playing the header information. When the desired file is accessed, it will be

written onto MT2. This output tape is then compatible with all other data re-

duction programs used on the unstored data files.

A third program (INTEG) was created to permit the integrated spectral

intensity (in volts) to be quickly determined to check for interferometer

alignment (see Chapter 9). A wavenumber region is chosen and integrals can be

calculated for all times of interest.
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APPENDIX II

FIELD OF VIEW CALCULATIONS

The development of an absolute calibration for the LABCEDE test cham-

ber was complicated because neither the interferometer response function nor

the electron beam energy deposition was uniform across the system field of

view (see Sec. 3, main text). The details of a computer model, developed

to properly account for these features, are described below.

Figure 3.1 of the main text shows the field of view, beam origin

and its expansion as the beam propagates. If x is measured along the beam

axis, the electron beam expands in y-z plane as x is increased. For thin

argon and nitroqen targets, it has been found that the beam current distri-
1

bution is Gaussian about the beam axis. Consequently, if j(x, y, z) is

the current density at a point (x, y, z) , then

- (r/a)2
j(x, y, z) = J(x) e (11.1)

where J(x) is the current density at the beam axis and a = a(x). Now we

define r1 /2 as the beam radius measured from the beam axis, at which one-

half of the total beam current is encompassed. If I is the total current,

then

2n rl/2

j(x, y, z) r dr d 2- (11.2)

0 0

From the conservation of total current I, we get,

277

J J j(x, y, z) r dr dO = I (11.3)

o 0
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Solving Eqs. (11.2) and (11.3) simultaneously and using Eq. (II.1), we ob-

taln the following

J(x) - __
2 2

Ta (x) 4.53 r (x)
1/2

a = 1.2 rl/2

j(x, y, z) = J(x) e (r/a(x) 2 (II.4)

The electron beam radius r 1/2 is related to half-angle 01/2 by the

following relation:

r1/2 = x tan '/2 +r (11.5)

where x is measured from the beam origin and rb is the initial beam radius.

It is this half-angle 0i/2 which has been obtained empirically for N, and

argon in Ref. II.1 This angle is measured from the beam origin and is de-

fined as the anqle at which one-half of the total current is encompassed.
1I.1

In terms of the target numer density N, i /2 Is given as,

A(Nx)3
2

1/2 1 + B(Nx)

where A and B are constants which are a function of electron energy only.

The ratio A/B may be calculated from,

A 2.7 x i0~
Nitrogen B - (2.7x)

B V(l - 10-3 V)
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A 4.4 x i0
Argon A 3 (II.7b)

B V( - 10- 3V)

where V is in units of keV.

The values of the quantities A and B, as determined by Center in

Ref. I.1, are shown in Table II1.. These values are plotted in Fiq. 11.1.

In order to obtain values of A and B at other electron energies, interpola-

tion and extrapolation techniques have been used such that Eq. (II.7a) is

satisfied for N2 and Eq. (II.7b) is satisfied for argon. For argon, since

only two data points are available, a curve similar in shape to that of N2

is drawn throuqh the two data points and then extrapolation is carried out.

With the above described procedure, the values of A and B that have been

cienerated are shown in Table 11.2.

Now wt, mv write down the rate of production of electron beam ex-

'/tcj spcc- , ,(x, , z) as follows:

I(, V, 7) ;(x , z) N ,(E

W A.- :u e'-qy re,]uc . :d , r J Iu" o. ion p'iir

,) !,oss *iunct ion which dei-ends upor the electron en era' E

i-:l] , itro.;) IC h-I 1l1 .

cuust 1tot in;, Eq. (II[.4) in Eq. (II .&) and oo(tinlq that r' = 7+ z"we qet

IN I (E) - y -
(x, ', z) exp - - ------ i (1.9)

. ',W 1.44 r 1/2 .44 r"!

sirce the ti-of-':ew tu iction of the detector is in the x - y plane, we

mre~, iitcqratc !-q. (I c.) ,vr z.
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Fiq. II.1 Beam qrowth parameters A and B.
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BEAM GROWTH PARAMETERS

TABLE II.1

N2  Ar

Ba28 1028 1028 10 1 8
Voltaqle A x 10B x 10A x 10B x 1

RV3 2 3 2kV cm cm cm cm

20 4.00 2.94

40 1.00 1.43 2.36 2.08

100 0.262 0.87 0.58 1.19

TABLE 11.2

N Ar2

Bc0m 28 18 28 18
Voltdqe A x 10 B x 10 A x 10 B x 10

3 2 3 2
kV cm cm cm cm

25 2.5 2.25 6.32 3.5

30 1 1.72 1.85 4.20 2.78

35 1.28 1.60 3.05 2.35

40 1. 00 1.3 2.36 2.08

20 4.00 2.94 11.00 4.9
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=y INL(E) - Y(1
2.13 r11 2 eW 1.44 r1 2

If the field-of-view function of the detector is denoted by Fov(x,y), we

can obtain INT, the quantity which is proportional to the total fluorescence

intensity measured by the detector as follows:

Xmax Ymax

INT =f f Fov(x,y) a(x,y) (Ii.t1

x y
mmr mln

It should be noted that in all the relations which are developed here, x

is measured from the oriqin of the electron beam. In the computer proqram.

however, x is measured from the f-ield-of-view center which is located 8 cm

from the oriqin of the electron beam.

In Table 11.3 we show that field-of-view function for PbSeLN Mrm

square, masked 3 mm round. It can be seen from this table that thu field-

ot-view function is very asymmetric with respect to both x and y. 1ht de-

afiLs of the code -ie listed in Table II.4.
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TABLE 11.4

FIELD-OF-VIEW COMPUTER CODE

Constants Used
-19

e = Electronic charge = 1.602 x 10 [C]
= 1024

u = Atomic mass unit = 1.66 x 10 [g]

Input Parameters

I = Total current [A]

r, = Initial radius of e-beam [cm]

N Medium density J# of particles/cm 
3

W = Average energy to produce an ion pair [eV]

M = Molecular weight of the gas
A = Empirical parameter [cm 3
B = Empirical parameter [cm 2

IFX = Loss function, two options are available

LF = 0,LFX is a constant independent of x [MeV - cm 2/g]

LF = 1, LFX is read as a table vs. x (x is taken from the field-

of-view center)

FOV = Field-of-view function, 4 options are available

2 2 1/2
FOVO 1, FOV = I [or (x + y2)i R

2 2 1/2
0 for (x + y ) R

FOVO = 2, FOV is an analytical function in x and y
2 Y2 1/2

FOVO = 3, FOV is a function of R = (x + y in a table form

FOVO = 4, FOV is a function of x and y in table form

112 = Half angle of electron beam measured from the beam origin,

two options aru available

ITH = 0, 112 = 0 for all x

= 1 is calculated from Center's formula
1/2
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TABLE 11.4 (Cont.)

FIELD-OF-VIEW COMPUTER CODE

Output Quantities

Gas density (0) = NUM tg/cm
3 ]

y x
'max max -1

INT = f : i(x,y) FOV(x,y) dxdy [s 1

min min

Here x is measured from the field-of-view center and not from the

origin of the electron and *? (x,y) is given as

, ) IL (8 + x) 10 - y -2 -1
2.13 r /2(x) eW .44 r 2 (x)

1/2
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APPENDIX III

RADIATIVE TRAPPING OF ELECTRONICALLY EXCITED ARGON

A portion of the electron energy transferred to the Ar/CO2 gas mix-

ture (cf, Sec. 3) is allocated to electron excitation of argon atoms. In

the case of Ar metastable states the dominant decay mechanism is collisional

quenching by CO2. On the other hand, optically active states may radiatively

decay. The purpose of this appendix is to examine the fate of the optically

active Ar* in terms of radiative trapping and associative ionization.

Using a Beer's law distribution we can calculate the average dis-

tance, Q, that a photon will travel before being absorbed. This average

distance or step size will be useful in calculating the time needed for the

photon to escape the gas using a random walk treatment. The Beer's law dis-

tribution is given by

-'ix

I/IC = e . (III.1)

Normalizing the distribution we have

N2fe- 2xdx = 1 (111.2)

0

with N = v2. Since Beer's law is a weighting factor for the distance into

the gas that a photon will travel before being absorbed, we can find the

average value for this distance with:

2 2 - 2 adx 3< 2a x e (dx.3

0

leading to

2 > 1 (III.4)

2a2
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Alternatively, we could have defined < Z2 > as the value of x when I/I =
C

1/2, i.e.,

-a X
0.5= 

e

leading to

Qn(2) 2 .48x -or x = - - i I %
2

We note that both approaches give nearly identical results. For future rct-

erence we note that the minimum possible step size is simply the distance

between atoms. For typical test conditions of Ar = 3 x 10 molecules/cm
3

2 -12 2
we have < R = 2 x 10 cm . In the above expressions o = o - N wheremin
0 is the cross section and N the number density. Oscillator strengths were

taken from Ref. 1 for the transitions of interest in Ar*. The oscillator

strength (f) is an integral in frequency over the cross section for a par-

ticular line. The peak oscillator strength for a doppler broadened line

is given by

-2 ' n 2
n(: ) = 2.64 x 10 x f x - (1I1.e)

v71W c

-l
where W is the half width at half maximum which we take to be 0.1 cm and

c is the speed of light. Thus

-2 2( ) = 4.14 x 10 x f, cm (III.?)

Usino the expression < 2 2 = with ' = N, coupled with a random walk

R2 7 1

formula, t = ---- we can determine which Ar* transitions are radiativelv

tfr n'd. In the latt r t" .rmuia t is thc tim-, ii7 , eeded : tL i'; ]itn distt.:e

R if the average step size is , and the frequency of steps is :' s
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For V' we use the inverse of the lifetime of the upper state and for R we

use the radius of the field of view (4 cm). So, for the S (4s, 3/2)

+17 -3 -13 2J = 1 transition in Ar we have NAr = 3 x 10 cm , = 2.5 x 10 cm75 > =1 = 2x 0 c,

with a = 7.5 x 104 cm . Thus, < k2 > 8.7 x 10-  cm . For we
8 -1. 

o 1 2(,
have 1.19 x 10 s and t = 25.8 mins. Therefore this transition is radi-

atively trapped. Below is a sampling of transitions:

TRANSITION < Q'2 (cm 2) ,(s - ) t (mins)

IS (4s, 3/2) J = 1 8.7 x 10-  1.19 x 108 25.7

iS (4s',1/2) J = 1 5.0 x 10- 1 2  
5.1 x 108 104.5

1 -11 8
S - (3d, 3/2) 1 1 3.7 x 10 2.70 x 10 26.7

S - (3d',3/2) J = 1 2.9 x 10-  3.13 x 108 29.4

1 -10 8
S - (5s, 3/2) J = 1 4.5 x 10 0.77 x 10 7.7

S - (5s',1/2) J 1 2.3 x 10- 9  0.350x 108 3.3

Therefore, all of the states given above are radiatively trapped (i.e.,

t I ms).

The highest energy of the states listed above is 14.25 eV. We will

now address the lifetimes of more energetic states.

Consider very high Rydberg states with, for example, n = 10. Using

a hydrogenic approximation (see Bethe and Salpeter 2 we take roughly c = 10- 1 6

2 4
cm . This gives = * N = 30 and ,2 5.6 x 10 with t = 2.29 ms. There-

fore, Rydberg states as high as n = 10 will be radiatively trapped, although

higher Rydberq states will not. However, for states of Ar* with E ' 14.7 eV,

associative ionization will be the dominant loss mechanism,3 4 i.e.,

Ar + Ar* (E , 14.7 eV) - Ar + e- k = 10- G0 - 10- 9 cm 3/s . (111.8)
2

017 -3
Takinq Ar = 3 x 10 cm , the e-fold time for reaction (111.8) will be

-8
"- 3 x 10 s. None of the transitions listed in Ref. 1 ,<ri-,es diniq t(,

upper state with energies 14.7 eV have lifetimes this short. Therefore,
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all Ar* (both metastables and allowed transitions) with E > 14.7 eV (except

for possibly some allowed transitions to the ground state not tabulated in

Ref. 1) will disappear via associative ionization.

We have seen that ground state transitions of optically active states

with energies below 14.7 eV will be radiatively trapped. Transitions between

states above ground level will occur, however these will lead to population

of lower excited states which, in turn, will be radiatively trapped. Thus

although we have not traced the fate of all possible excited states of argon,

it appears that the electron energy deposited in argon excitation will not

be radiated away, but rather will be available for further reaction, perhaps

ultimately leading to creation of excited CO.
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APPENDIX IV

NO + 0 AFTERGLOW STUDIES

IV. 1 Introduction

Measurements in the LABCEDE apparatus on the deactivation of vibra-

tionally excited NO by 02 have shown a deactivation rate when the molecular

oxygen concentration is reduced to zero that is larger than can be explained

by deactivation by radiative decay or by molecular nitrogen quenchinq (see

Sect ion 5, main text). The available evidence indicates that this excess

deactivation miaht come from atomic oxygen in the reactor. In order to

:assess this hypothesis further, it seemed useful to make an independent de-

termination of the atomic oxygen number density, and to determine how the

atomic oxygen number density varied as the number density of molecular oxygen

was changed. We made some measurements in the LABCEDE facility to try to

learn about atomic oxygen in N2/O 2 mixtures.

There are essentially three techniques commonly used to measure 0-

atom number densities: vacuum ultraviolet absorption or resonance fluores-
1,2

cence on the 130.4 nm triplet of atomic oxygen; 1 recombination of atomic

oxygen with a concomitant heat release upon the surface of a catalytic
3,4 5-7

probe; 3 and air afterglow intensity measurements. The vuv absorption

or resonance fluorescence techniques have the advantage that they are spe-

cific to atomic oxygen and do not interfere with the kinetic processes tak-

inq place in the reactor. However, they suffer from the rather great dis-

advantage that they could not be implemented without significant modifica-

tion of the apparatus. Catalytic probe techniques suffer from the disad-

vantages that they are non-species specific (any atom recombination process

cenerates heat), and that the insertion of a probe into the reactor could

seriously alter the kinetic processes going on inside the reactor. The air

afterglow technique is specific to atomic oxygen and requires no modifica-

tions to the present set up of the LABCEDE apparatus. The major disadvantage

of the air afterglow technique is that the addition of NO to the reactor,

which is required for the O-atom detection, could seriously alter the kinetics
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inside the reactor. We opted for the air afterglow technique as being easy

to implement, and hoped that we might be able to assess the potential ki-

netic interferences by adding varying amounts of NO to the reactor and look-

ing for changes in behavior.

IV.2 Basic Technique of Air Afterglow Calibrations

When atomic oxygen and nitric oxide are mixed, a continuum emission
5,6,8-14

is observed between 400 and 3500 nm, 5 the intensity of which is di-

rectly proportional to the number densities of 0 and NO, but independent

of total pressure:

I = KO] [NO] , (IV.l)

where K is a constant which incorporates such factors as viewing geometry,
8-14

detection sensitivity and the absolute air-afterglow rate constant. If

the constant K is known for a particular apparatus and wavelength, atomic

oxygen number densities can be determined by measuring the air-afterglow

intensity as a function of added known amounts of NO, i.e.,

[01= 1 [NO (IV. 2)
K[NO)

In general, K can be determined by air afterglow intensity measurements when

known amounts of 0 and NO are added to the reactor. The easiest technique

for preparing known number densities of atomic oxygen is to titrate atomic

nitrogen with excess NO.7 The reactions important to air-afterglow cali-

brations are summarized as follows:

N + NO N 2 + 0 3

(k = 3.4 x 0 cm molecule s -1(IV.3)
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O + NO - NO, air afterglow reactions (IV.4a)

NO NO + hv 400 nm < A O - 3500 nm (IV.4b)
N2  2 OI0NO-

O + NO + M - NO2 + M
-2 6 -1- 18

(k 5 = 9.5 x 10- 3 2 cm molecule - 2 s (IV.5)

0 + NO 2  + NO + O 2
-2 3 -I -) 18

(k 6 = 9.5 x 10 - 1 2 cm molecule s- (IV.6)

In a low pressure apparatus (P - 1 torr, t < 10-20 ms), reaction (IV.S) is14 -3
quite slow for normal number densities of 0 and NO ( < 1014 molecules cm ).

Thus, neither the 0 nor the NO is consumed, and the number densities of 0

and NO are straightforward to determine because reaction (IV.3) is both

quantitative and fast. At higher pressures (P 1 10 torr), reaction (IV.5)

becomes more significant, and the atomic oxygen ji removed from the system.

Reaction (IV.6) is quite rapid and serves to further reduce the atomic oxy-

gen number density, as well as to regenerate NO. The overall effect of re-

actions (IV.5) and (IV.6) is to reduce atomic oxygen with an effective rate

constant of twice that given by k. , while maintaininq a constant NO number

density.

In the limit that reactions (IV.5) and (IV.6) are not particularly

important, the air afterglow intensity which obtains in the presence of excess

nitric oxide is given by

I O/N + '[0] (NO] K(N]o ([NO] added- [N]) (IV.7a)

K.[NI [NO] - [ 2 (IV.7b)o added o

where [N] is the initial number density of atomic nitrogen in the reactor0

prior to reaction with NO, and [NO)]adde d is the number density of NO which

would have obtained in the reactor in the absence of atomic nitrogen. Thus,
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a measurement of I as a function of [NO) ddd will be linear in [NO]ddd
0/NOadeadd

beyond the titration end point, i.e., where [NO] adde d > IN] . The air after-

glow calibration factor, K, can then be determined by dividing the square

of the slope of a plot of IO/NO vs. [NO] added by the intercept on the ordinate.

The initial atomic nitrogen number density is given by the ratio of the in-

tercept to the slope.

The problems in applying this technique tc the LABCEDE apparatus

are that atomic oxygen is rapidly consumed by reactions (IV.5) and IV.6)

because of the 50 torr operating pressure in the apparatus, so that one must

extrapolate measurements of IO/NO versus time to an initial intensity; the

atomic oxygen consumption is sufficiently rapid that significant amounts

of atomic oxygen are consumed during the 1 ms that the e-beam pulse is operat-

ing, so that the extrapolation mentioned above is not straightforward; and

the addition of NO to the reactor might affect the ion chemistry which leads

to the formation of atomic nitrogen in the reactor. This latter point re-

quires a fairly extensive modeling effort to resolve, and this modeling has

not as yet been done. The extrapolation to an initial intensity does seem

to be possible, and the procedure used is described in the next section.

IV.3 Air Afterglow Calibration in LABCEDE

IV.3.1 Experimental Set Up

The room temperature LABCEDE facility has been described in de-
t '., 20

tail previously so that only the modifications for making spectral ob-

servationr.5 bctw(-en 500 and 900 nm will be described. The apparatus as used

in thes, cud ,s is hown s'hematically in Fig. IV.1. Var ious gas mixtureu

cortainiic,: N oid N arce irradiated by a beam of electrons with a current

<, bIout JA .c dlan onIlrg.' ot 36 kV. The e-beam is pulsed at a repetition

cto rt %,' 5, Hz -th cpulse duration of I ms.

F, resenc excited by the electron beam exits the observation

-hamber thruc:h a CaF 2 window normal to the e-beam axis and is collected

hi a glass lens of 50 mm diameter and 65 mm focal length situated approxi-

mott.ly 25 cm from the e-beam axis. The radiation is focused upon the entranice,
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slit o a 0.3 m monochromator (McPherson 218) which is approximately 8.6 cm

from the lens. This qives an effective viewing region across the fluorescent

reaion of a reotanoular parallelepiped whose lenqth is determined Loy th

width of the fluorescent region as viewed along the axis of the e-beam, and

whose cross sectional area is a three-fold magnification of the monochromator

entrance slit which was usually 0.2 cm x 1.0 cm. Radiation entering the

monochromator was dispersed by a grating blazed at 500 nm and detected photo-

electrically using an HTV R955 photomultiplier which has an extended S-20

spectral response. A Corning CG3-69 short wavelength cut off glass filter

is placed at the entrance of the monochromator to ensure that only first

order radiation is observed (X 525 nm). The current from the photomulti-

plier was shunted to ground through a 60 kS2 load resistor. The voltage drop

across the load resistor was amplified by a factor of 100 by a PARC 113 pre-

amplifier, and then measured using a box car integrator (PARC 160), the gate

of which was normally scanned temporally between 1.6 and 20 ms after the

beginning of the e-beam pulse. Some spectral scans were taken at a fixed

delay time after termination of the e-beam pulse. In order to avoid current

saturation of the photomultiplier resulting from the strong fluorescence

during the e-beam pulse, it was necessary to reduce drastically the gain

of the photomultiplier. This reduced gain was restored by the preamplifier

in the detection train. To avoid saturation of the box-car amplifiers during

the e-beam pulse, it was necessary to operate on a scale range such that

afterglow signals were typically only about 1-5% of full scale. In order

to obtain measurable signal levels, therefore, it was necessary to display

the output of the box-car on a strip-chart recorder (Heath SR-205) operating

on a full scale sensitivity which was only a small fraction of the nominal

full scale output of the box-car.

Reagent gases flowed through traps at dry ice temperature prior to

introduction into the reaction cell. Reagent-gas flow rates were measured

on rotameters which had been calibrated for air. It was assumed that the

calibrations for the gases used, N2, 02? and NO, would differ little from

the air calibrations. The consistency of our kinetic results with other

measurements in the literature confirms this assumption.

3 .- i
Typical conditions consisted of flow rates of 5100 atm-cm min

3 -1 3 .- l
for N2, 0-200 atm-cm mi., for 02F and 0-20 atm-cm min for NO, and

a total pressure of 50 torr.
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IV.3.2 Identification of O/NO Afterglow

Before making the calibrations to determine the O-atom number den-

sity in LABCEDE it was necessary to ensure that reasonable number densities

of atomic nitrogen could be made in the apparatus in the absence of added

NO, and that the air afterglow would obtain upon the addition of NO to the

irradiated nitrogen. Fig. IV.2 shows a spectrum of the first positive bands

of nitrogen approximately 5 ms after termination of the e-beam. The spec-

trum shows enhancement of emissions from vibrational levels 12-10 and 6 which

is typical of first positive emission excited by the three-body recombina-

tion of atomic nitrogen. Figure IV.3 shows the spectrum which obtains upon

the addition of NO to the reactor. Although some banded structure is evident,

the spectrum is predominantly a continuum emission. The intensity distribu-

tion of this continuum with wavelength does not look like the typical air

afterglow continuum that one normally sees in the laboratory with a grating
21

monochromator blazed at 500 nm and an S-20 photomultiplier. One would

normally expect a more uniform increase in intensity from 500 nm to a peak

closer to 600 nm that observed here. The effective leveling off of the spec-

trum between 540 and 600 nm especially looks strange. It is possible that

this anomaly can be explained by a reduced transmission of the optical sys-

tem between 550 and 600 nm due perhaps to color centers in the CaF 2 cell

window or to Wood's anomalies in the grating. This reduction in intensity

around 580 nm is also apparent in the spectrum of the nitrogen first posi-

tive bands shown in Fig. IV.2. Under normal circumstances the intensity of

the Av=4 bands peaked on the 11, 7 transition is roughly a factor of two

times more intense than the Av=3 peak centered on the 11,8 transition.
21

The spectrum shown in Fig. IV.2 on the other hand shows that the 11,7 inten-

sity is actually weaker than that of the 11,8 band.

Given the unusual intensity distribution of the continuum spectrum

shown in Fig. IV.3, we wanted to perform an experiment to satisfy ourselves

that we were indeed observing the air afterglow emission. We, therefore,

monitored the decay in a portion of this continuum (700 ± 5 nm) as a func-

tion of time after termination of the e-beam and as a function of number den-

sity of NO added to mixtures of N2 and 02 at total pressures of 50.7 and

21.1 torr.
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Flq. IV.3 Air afterglow spectrum in N,)/NO mixtures, 4 ms after e-beam termina-

tion. [NO] 7.7 x 1014 molecules cm . 5.2 nm.
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We expect that the dominant processes for atomic oxygen removal

in the reactor will be reactions (IV.5) and (IV.6). Given that assumption,

the differential equation which describes the rate of O-atom removal with

time is

d[O]dt - -2k5[0] [NO] i[N 2  , (IV.8)

which under pseudo-first-order conditions ((NO? >> (0i) has the solution

[01
in [] -2k [NO (N I] . (IV.9)

[0] 5 2
0

Equation (IV.2) shows that the atomic oxygen density is directly

proportional to the intensity of the air afterglow. Thus, if the emission

we observe is indeed the air afterglow, its intensity should decay as in-

dicated in Eq. (IV.9). Figure IV.4 shows some typical semi-loq decay plots

of the emission at 700 nm at several different number densities of NO. The

slopes of these lines along with similar slopes for other NO number densities

when plotted aqainst NO number density should give linear plots whose slopes

will equal 2k Such plots are shown in Fig. IV.5 for two different total
-31 6

pressures. The rate constant derived at both pressures is 1.8 x 10 cm

-2 -1 -31 6molecule s The literature value for 2k5 is 1.9 x 10 cm molecule
-i
S for M = N2, in excellent agreement with the determination made here.

These results confirm that our observations are indeed of the air afterglow,

and in addition confirm the accuracy of the flow meter calibrations for the

gases used.

IV.3.3 Kinetic Model for Analyzing Air Afterglow Calibration
Exper iments

In order to obtain a value for the calibration constant, K , in Eq.

(IV.l), it is necessary to make air afterglow intensity measurements in N /

NO mixtures as a function of NO number density. Because the 0-atom number

density decays rapidly upon the , ddition of NO, the air afterqlow intensi-

ties must be measured as a function of time and appropriately extrapolatud
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[NO] 0 64 x 115 molecules cm-3

4

% N M 5.3 x 1015 mole ules cm- 3

E] 0

1
1.0 ,.0 3.0 4.0 t.0 6.0 /.0

t (ms)

Fiq. IV.4 Decay of emission at 700 nm in N 2 /0 2 /NO mixtures. [02] 6.5 x 1016

molecules cm , P = 50.7 torr.
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I-iq. IV.5 Decay rates of 700 nm emission as a function of [NO) at two different
total pressures in N /0,/NO gas mixtures.
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to some initial value. In developing the kinetic model used in this extra-

polation, we have assumed that the e-beam creates only atomic nitrogen in

its interaction with the gas mixture, and that all atomic oxygen is created

through reaction (IV.3) and destroyed in reactions (IV.5) and (IV.6). We

further assume that the rate of atomic nitrogen production is constant dur-

ing the e-beam pulse and zero after the pulse is shut off. We must therefore

consider the kinetics during the e-beam pulse as well as those after pulse

termination. Actually, it is not crucial that reaction (IV.3) be the only

pathway for the production of atomic oxygen. The critical assumption is

that one oxygen atom is created for each NO molecule destroyed. This pro-

duction can occur, therefore, equally well through dissociative electron

recombination with NO+ . Such processes do not alter the subsequent develop-

ment.

After pulse termination, the atomic oxygen decays as indicated in

Eq. (IV.8). Thus the number density of atomic oxygen is given by

-K Z (t-to f

[01 = 10] e (IV. 10)

where [Ot=toff is the atomic oxygen number density at beam termination,

tof f is the time that the e-beam terminates, zero time starting on the lead-

ing edge of the e-beam pulse, and K[, the psedu forst-order decay rate, is

equal to 2k 5[NO] IN 2.

During the e-beam pulse, the rate of change in atomic nitrogen num-

ber density is given by

dEN]
= d- k3 [N] [NO] , (IV. 11)

where is the N-atom production rate. This equation can be solved under

pseudo first-order conditions [N] << [NO] to give

(IV.12)
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-Kf t
[NJ = l (1 - e )(IV. 12)

K f

where Kf is just the product k 3 [NO].

The rate of change in atomic oxygen number density with time during

the e-beam pulse is given by

d[o- = K [N] - K [O] (IV.13)
dt f zK[O

Inserting the result from Eq. (IV.12) and rearranging slightly gives

d[O1 -Kf t

dt + KV[O] = (1 (1 - e ) (IV.14)

Equation (IV.14) has the solution

- -Kt -Kft

[0] = (1 - e ) + (e - e V.15a
K, 

K

which can be simplified further to give

-K.t
[0] = K (1 - e ) (IV.15b)

because the ratio Kf/K, = 108 at 50 torr. Substitution of Eq. (IV.15b) at

t=toff into Eq. (IV.l0) gives an expression for the atomic oxygen number

density in the afterglow:

[O] e -Ke t (eK t off
K
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This equation can then be used to describe the temporal behavior of the air

afterglow intensity after beam termination,

IO/NO = [O] { [NO]added - [N] 0 (IV.17a)

-K tK

- ( K~off
=- e (e - l){[NO] - ato f  , (IV.17b)

Kzadded off

where we have incorporated the fact that in the absence of reaction (IV.3),

IN) ° = ttoff . Equation (IV.17b) can be equated to the experimentally de-

rived temporal behavior of the air afterglow intensity.

-K.t
IO/NO =b e , (IV. 18)

where ) i! the intercept of the experimental semi-log plots of intensity

versus time, to qive

KobKb2
_-- - < [NOj - K2 toff (IV.19)K Q t off  Iadded of

e -I

Equation (IV.19) is the calibration equation which is equivalent to Eq. (IV.7b)

which obtains under steady-state conditions. A plot of the right hand side

of Eq. (IV.19) versus [NO]added should be linear, with the slope and the

intercept of the plot giving the important parameters:

(slope) 2t
tff

intercept

and

intercept

slope x t
off
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IV.3.4 Results of O/NO Calibration with N 2/NO Mixtures

Figure IV.6 shows some typical first-order decay plots of the IO/NO

in N 2/NO mixtures. The decay rates are plotted against NO number density

in Fig. IV.7. The negative intercept indicates that some of the NO is con- !

sumed in reaction (IV.3), so that the actual NO number density in the after-

glow is somewhat reduced from what would have obtained in the absence of

reaction (IV.3). The curvature at low [NO] indicates a breakdown in the

pseudo first-order approximation. The rate constant obtained from thesedaa s .5 x1-31 6 -i-
data is 1.55 x 10 cm molecule -2 s slightly lower than the value ex-

pected for 2k 5 . This reduction is probably an indication that reaction (IV.6)

is not participating completely in the catalytic removal of 0 by NO as out-

lined in reactions (IV.5) and (IV.6), due to lower NO number densities and

therefore lower NO2 product number densities from reaction (IV.5).

The calibration plot of Eq. (IV.19) is shown in Fig. IV.8. The

linearity is excellent. The results from two separate experiments gave
=. 1 -28 61-217

K = (4.8 ± 1.7) x 10 mV cm6 molecule -2 and a = (3.9 ± 1.0) x 10 mole-
-3 -l

cules cm s . The value obtained for a is about an order of magnitude

larger than was expected from the kinetic modeling of N2 /02 mixtures, and

probably indicates some problems either in the kinetic analysis used to ex-

tract the values of a and of K, or else the presence of NO in the gas mix-

ture drastically alters the ion chemistry. In either case, the problem will

be resolved only by kinetic modeling of the LABCEDE operation including full

NO ion chemistry.

IV.4 Air Afterglow Measurements in N /0 /NO Mixtures
2-- 2

IV.4.1 Kinetic Model for N 2/02 /NO Mixtures

The kinetic model used for the analysis of the air afterglow inten-

sity measurements in the N2/0 2/NO mixtures is quite similar to that used

previously in the analysis of the N 2/NO mixtures. In this case, we assume

that atomic oxygen can be produced only during the e-beam, either directly

through dissociation of 02 or NO, and dissociative electron recombination
+ +

with 0 2 or NO , or indirectly through production of atomic nitrogen followed
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Fiq. PV.6 Decay of emission at 700 nm as a function of time for N2/NO mixtures.
P = 49.5 torr.
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by reaction (IV.3). For the NO number densities used in this study, 10 15

-3
molecules cm atomic oxygen production via reaction (IV.3) can be considered

to be instantaneous upon the production of a nitrogen atom by the electron

beam. The loss mechanisms for atomic oxygen are reactions (IV.5) and (IV.6)

as before, but also include the following

0 + 02 + M G 3 + M

(IV. 20)

S 3- " - 1 22

(k = 5.5 x 10 cMr' molecule V N_)
20

NO + 0 3  "NO 2 + C;2
(IV. 21)

-14 3 -i -i 23

(k21 1. 7 x 10 cm molecul s

The NO formed in reaction (IV.21) will further remove an oxygen atom through

reaction (IV.6). Thus we expect that the rate of removal of atomic oxygen

by molecular oxygen will show an effective rate constant of 2k,. Reaction

(IV.22),

0 + 03 202

(IV. 22)

-15 3 -1 -1)22(k = 8.3 x 10 cm molecule s )

could also be a step for some atomic oxygen removal, but is not expected

to be significant in N2 /0 2/NO mixtures because of the much faster rate of

reaction (IV.21) resulting from the added NO.

The differential equation for the rate change in [01 with time dur-

ing the e-beam pulse is

d[O] - 12k [NO] [N I + 2k [0 ][N }1 [01 , (IV.23)
dt 5 2 20 2 2

240



where UC is the rate of 0 formation. This equation can be solved under the

pseudo first-order approximation to give

Kt10) (l-e ) ,(IV. 24)

where K, 2k [NO)IN ] + 2k [0 I[N In the afterglow, the atomic oxygen
5 2 20 2 2

number density is described in Eq. (IV.10). Inserting Eq. (IV.24), evalu-

ated at t-t f into Eq. (IV.10) and then inserting the resultant expression

into Eq. (IV.!) qiv-s the temporal behavior of the air-after glow emission

intensity subsequent to beam termination,

KN] -K,.t (eKtoff
SK[NO] e -(e -) (IV.25)O/NO K.

Equating this expression with the experimentally observed expression given

in Eq. (IV.18) results in an expression which relates the experimental in-

tensity observations to the desired rate of formation of atomic oxygen,

K~b
= (IV. 26)

K[NO][e K off

The issues to be addressed then are what the magnitude of is and whether

varies significantly with molecular oxygen number density.

IV.4.2 Results of Studies in N /O2 /NO Mixtures

We will discuss first the results of the kinetic measurements in

the N2 /0 2/NO mixtures, and then discuss what the intensity information says

about atomic oxygen number densites and how they change with changes in mole-

cular oxygen density.
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A typical box car decay is shown in Fig. IV.9, and semi-log plots

of air afterglow intensity decays as a function of time are shown in Fig.

IV.10. A plot of decay rates as a function of molecular oxygen number den-

sity for three different values of nitric oxide number density is shown in

Fig. IV.lI. The three lines are parallel, indicating that changes in decay

rate with [0 2] are independent of [NO]. The average of the three slopes
-33 6

gives an effective deactivation rate constant of (2.4 ± 0.1) x 10 cm

-2 -I
molecule s . This value is a factor of four larger than the currently

accepted value of k 20. We would have expected an effective rate constant

of 2k because of the participation of reactions (IV.21) and (IV.6) in the
20

decay mechanism. We are at a loss to explain the extra factor of two.

The intercepts of the three lines in Fig. IV.ll result from removal

of 0 by NO in reactions (IV.5) and (IV.6). The effective rate constant will

be the ratio of the intercept to the product [NO]I[N 21. The average of the

three intercepts gives an effective rate constant of (2.0 ± 0.2) x 1031

6 -2 -1
cm molecule s , in excellent agreement with the expected value, 2k

The effective 0-atom production rate, , as calculated from Eq. (IV.26)

is plotted against [02 1 in Fig. IV.12 for three different initial values

of [NO]. The intercept represents the effective O-atom production rate in

the limit of no molecular oxygen addition to the reactor. The value ob-
117 -3 -1

tained is (3.4 ± 0.2) x 10 molecules cm s and does not appear to be

dependent upon the initial NO number density. This value agrees quite well

with the value obtained above from the analyses of the N 2/NO mixtures.

The slope of Fig. IV.12 represents the increase in O-atom produc-

tion rate with increasing molecular oxygen number density and also does not

appear to be strongly dependent upon the initial NO number density. The
-1

numerical value of the slope, 2.5 ± 0.4 s , indicates that the effective

O-atom production rate doubles in raising the molecular oxygen number den-

sity to 4 torr. Actually, the observed effective increase in F, with in-

creasing [0 2] does not necessarily result from increased 0-atom production.

All that we are really able to measure is the product [O INOI, so that all

we can really tell is that this product appears to increase sliqhtly with
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i:,creasinc l<rI in the N j /NO mixtures. Thus it would be ;;ossioJo t; nave

the O-atom production rate decrease slightly, while at tie s01: time :,<iviri,

the NO number density increase sufficiently so that the product iNO] in-

acoasos as [0 2] decreases.

IV.5 Observations in 11 /0 -xtures
- 2-2--

IV.5.1 N 2/0 2 Mixtures with 02 -> 1.5 Torr

Even in the absence of added NO some emission is observed at 700

nm, which presumably comes from the air afterglow. A spectrum of thr omis-

sion with relatively large amounts of 02 added to the reactor looks some-

what similar to that shown in Fig. IV.3, although the absolute intensity

is much weaker without added NO. At low 0 number densities, the spectrum
2

is dominated by banded emission at 760 and 660 rm, but there is also evidence

of continuum emission throughout the spectral region of interest. The kinetics

of the emission decay are somewhat different at high [02 1 compared to low

OCl , so that data in each regime will be discussed separately.

At partial pressures of 02 above 1.5 torr, the emission at 70)j n
2

1b<uats t, decay via a sincile exponential. A plot of the rates

in the emis.;ion .s a (unction of 0 is shown in Fig. IV.13. If oh. 1o- v
2

is assumed to result from the removal of atomic oxygen in a three body rc-

a:tion with O , reaction (IV.20), with a steady-state number density of NC

remaining essentially" constant, then the slope of the line in Fj . iV .13

should equal k 0. Th expected steady-state number densities of NO and)

are expected to be sufficiently small that reactions (IV.21) and (IV.22)

do not take place to any significant extent, and thereby do not increase

the observed effective O-atom removal rate constant above k 20. The slope

of the line in Fig. 1V.13 divided by the total reactor number density gives

an 0-atom removal rate constant of (5.2 ± 0.7) x 10-34 cm 6 molecule s

This agrees well with the literature value of k,

The intercept in Fig. IV.13 is quite large and indicates some back-

ground removal process for atomic oxygen. It is not clear what this pro-

-.ess is, since the species expected to have significant steady-state concen-

trations in the reactor, such as N and 0 do not react particularly rapidly
3

Z47
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with atomic oxygen. Of course, since we are measuring only the product

[0] [NO] it could be that the observed decay is a composite decay of the two

species. The composite decay will equal the sum of the decays of the indi-

vidual components.

Under the assumption that the extrapolation procedure given in Eq.

(IV.26) is valid, the product [0] [NO] can be determined as a function of

02 number density. This dependence is shown in Fig. IV.14. The intercept

of the plot, when divided by the calibration constant K, as determined above,
31 2 -6 -1gives the Tproduct K[NO] = 3.1 x 10 molecules cm s . Because the elec-

028
tron-beam pulse time is 1 ms, the initial [0] [NO] product is 3 x 10 mole-

2 -6
cules cm . The LABCEDE kinetic modeling (see Section 5, main text), ob-

26 2 -6tained the result [0] [NO] = 1.2 x 10 molecules cm . This two order of

magnitude discrepancy is consistent with the earlier experimental results

which indicated species production rates a factor of ten greater than pre-

dicted in the modeling.

-14 -3 -i
The slope from Fig. IV.14 is (3.5 ± 0.7) x 10 molecules cm s

and indicates that the product [01 [NO] will double upon increasing the mole-

cular oxygen partial pressure to 13 torr.

IV.5.2 N /0 Mixtures With p < 0.75 Torr

-2 -22 0

At very low partial pressures of molecular oxygen, the intensity

at 700 nm showed a very marked bimodal decay which when analyzed as bi-ex-
-l

ponential decay, gave fast decays on the order of 600 s and slow decays

about an order of magnitude less. Figure IV.15 shows a box car trace from

one of the N 2/02 experiments. In this series of experiments, the signal

levels were so low that it was difficult to determine exactly where the

baseline was. This results in quite a lot of scatter in the data analysis.

Fiqure IV.16 shows a plot of the decay rates of the fast and slow components

plotted aqainst molecular oxygen number density. The fast decays may be

increasing somewhat at the lowest 02 partial pressures, while the slow decay

component appears to increase slightly with increasing 02 number density.

2The kinetic modeling which has been done indicates that at low fO 2 , the

atomic oxyqen number density is essentially constant from one pulse to the
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next, whereas the NO number density is enhanced significantly just after

the e-beam pulse with a rapid decay -on the order of a few milliseconds -

to a somewhat lower steady-state value. The data are consistent with this

modeling prediction. The points marked with x's in Fig. IV.16 show the ini-

tial NO decay rates determined from the kinetic modeling predictions. They

are in excellent agreement with our experimental observations.

The slow decay results from removal of atomic oxygen in reactions

such as (IV.20) and (IV.22) as well as with impurities in the reactor, and

in addition diffusion to the reactor walls and volumetric removal resulting

from pumping gas out of the reaction chamber.

Using Eq. (IV.26) to extrapolate the intensities of the fast decay

components to an initial value of K6,[NO] (Fig. IV.17), shows that the pro-

28 2 -6duct [O INOl is approximately 1 x 10 molecules cm , and essentially in-

dependent of JO.,J. This value is about two orders of magnitude larger than

26the results of the modeling calculations which gave 0.5 and 2.3 x 10 mole-
2 -6

cules cm at 0.2 and 0.5 torr 02' respectively.

The intensities of the slow decay components at t=0 are plotted in

Fig. IV.18. Because the decay is so slow, there is little point in using

a more elaborate extrapolation procedure. The intensities displayed are

proportional to the product [01 [NOI and it is clear from Fig. IV.18 that

this product is independent of [O1,1. The average value obtained for [OINO27 2 -6

is 2 x 1027 molecules 2 cm which aqain is about two orders of magnitude025 2 -6

larger than the model calculations which obtained 1.0 x 10 molecules
2 cm

at 0.2 and 0.5 torr 02' respectively.

IV.6 Summary

The O/NO air afterglow has been positively identified in the LABCEDE

apparatus by spectral characterization, a study of the kinetics of the after-

glow decay in the presence of nitric oxide, and by a study of the intensity

dependence as a function of added nitric oxide. The kinetic studies give

rate constants for various O-atom removal processes by NO and 02 in excel-

lent agreement with rate constant values published in the literature.
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The absolute calibration of the spectral system using the titra-

tion of atomic nitrogen by excess nitric oxide leads to estimated species

number densities an order of magnitude larger than expectations, or in the

case of studies where the product of two number densities was determined,

the discrepancy is two orders of magnitude above expectations. This may

be a result of some faulty assumptions made in the analysis required to ob-

tain the air afterglow titration plot of Fig. IV.8. The assumption that

one oxygen atom is created for each nitric oxide molecule destroyed is the

one assumption which, if erroneous, is most likely to result in a resolu-

tion between experimental observations and modeling predictions, but only

in the event that the ratio [O produced [NO destroyed is about 0.1. We are

at a loss at present to find reactions involving nitrogen and oxygen species

where this situation is likely to hold. Only a complete kinetic modeling

involving NO ion chemistry can fully resolve this issue.

In summary, the experimental observations on the air afterglow in-

tensity show good qualitative agreement with the kinetic modeling predic-

tions, and the kinetic observations show excellent quantitative agreement

both with modeling predictions and with the well established values for the

rate constants of the important reactions in the system.
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APPENDIX V

NITROGEN FIRST POSITIVE SPECTRUM SYNTHESIS

V.1 Theory

The emission intensity for the N2 (1 + ) transition (B 3 R A 3) can

be written as

I V 1 V"=h -)VI VI"NVAV 1

4

64 r 4 v" Iv " 2

.... hc v Nv R, (V.1)3h N,

where v' and v", respectively, refer to the vibrational states of upper elec-

tronic level (B 3 ) and lower electronic level (A 3Z), AV, V" denotes the

Einstein coefficient for v' - v" transition and R ,, the matrix element.

If we assume that the matrix element is independent of the rotational quan-

tume numbers J', J", then the emission intensity for a rotation-vibration-

electronic transition is given as

. v' , J' - J', J ± 1

64 7T 4 v4 ~V I '
h - v",' J'- J', J' v', 2j (V.2)

where S., is the H6nl London factor. For B 37T - A 3Z transition in N2,
= + I and the Honl London factors for P, Q, R branches are given as

follows: I

P it
S

2Sj, =4-
sQ' = 2J' + 1

4 
(V.3)

R J' + 1Sj = -
Jr

+2J'+
2
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There is a splitting of each rotational line of B 3 state because it is

a A = 1 transition. Consequently, there are twice as many transitions to
3,the A - state. However, this splitting is typically on the order of a frac-

tion of a wavenumber. Since the resolution in the experiment is expected
-i

to be approximately 10 cm , the two split states can be assumed to be of

the same energy. Consequently,

42hc~v v ",' 'J ' +- 1 AV' v.,

.I v ",J' , J"J' 2' + 1) 3 1 Nv,,j, (S,)
V V"

(V.4)

Due to spin uncoupling, each rotational level is split into three
3

components for a B 3T state. These components have energy differences on

the order of the resolution of the instrument which is approximately 10 cm-1

Therefore, these components have to be considered separately.

The population of the 1 component associated with rotational level

J' and the vibrational level v' can be written as

Nv,,jei = N (2j-hc/kT) 1 5)SiL (2J + 1) exp (- F,, , , hc/kT)

where

= 1,2,3

F ,j,, = B, J'(J' + 1) - 4Z 2Z2  D -

Fv'J'3 = B, I'(J' + 1) + 4Z - D vI + 1J4
L'J, V12] v 2,

F v', = B v1i - W + 1) + - 2 2] D- + 2/)
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zi = Y (Y -4) + 4 + 4Jl (J'I + 1)
1 3

z= __ -(Y 4 2Jl (J' + 1]

Y = A/BV

In Eq. (V.5) it has been assumed that the particles in a given vibration-

rotation level are divided into the split up components according to their

energies.

Now, we can write the expression for absolute intensity for P, Q,

and R branches as follows:

P-branch

4

VI, "J J ' hcAV . v' -.) V,"J' 3 J1 + l'i Nv',J',i 4 (V.6a)
~vJ > +l~i(2j' + 1) v 1

Q-branch

2hc A V 4N

V, ~ ,~ ~ v ' -~ v',J' -~ 4vi 3, (V.6b)

R-branch

I,_) 2h ., V, _)v",'1t i , v11' (J, + 1) (V.6c)
V' v"J' J 1'i(2J' + 1) V 3 1 + i v4
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In order to calculate the frequencies, we note that, in wave numbers,

the frequency corresponding to the vibrational transition v' -~ v" is the

difference in energy of vibrational level v' and v".

V V, EV E V.

where EV and E V.can be calculated from2

2l 3 4
Ev Ee W We (v + 1 - We Xe k(v+ + 12) eye(v + +2 e e (v + 1

Now we can write the expression for frequency corresponding to the split up

components of a vibration-rotation-electronic transition as follows:

P-branch

"V, - v"'' a + l' ~ E~ v 1 'J, "J + 1 (V..7a)

Q-branch

V t V ll il Eu v v + F. ,',li - .i (V.7b)

R-branch

" V,= E ~ -. vi F 1"J (V.7c)

where

F B (,J" + 1) J" -D, J.1 (ill +1)2
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V.2 Computer Program

The computer program to generate nitrogen first position spectra

has been made in two parts. In the first part, the data compiled in Ref.

2 has been used to calculate frequency and emission intensity for all the

possible transitions as discussed in the theory part of this write up. These

frequency-intensity pairs are then stored on a magnetic tape as a function

of v', Av(Av = v" - v'), J', AJ(AJ = J" - J') and i(i = 1, 2, 3). For P, Q,

and R branch transitions, AJ is +1, 0 and -1, respectively. However, in

the code, P, Q, and R branch transitions correspond to AJ = 1, 2, and 3,

respectively.

The computer program is based upon the assumption that there is a

complete rotational equilibrium. For a given rotational temperature, the

code automatically calculates the maximum number of rotational levels that

should be taken into account. This number is chosen such that the emission

intensity associated with this level is a given fraction of the maximum emis-

sion intensity.

The computer code has been made sufficiently flexible so that

N2 (UP) spectrum in any wavelength region could be generated with ease. For

a particular input data file, the first part of the program is run only once

to store all the required information on the tape. Once this has been com-

pleted, in the second part, the magnetic tape is attached to the disc and

scanning is done to pick up the desired frequency-intensity pairs for spec-

tzum synthesis in the appropriate wavelength region.

Input to Part I

T = Translational temperature in K

E', E" = Electronic energy of B 37 and A 3E levels [cm
- I

A3 3
,j', Y' = Potential parameters for B 7 and A E levels
e e

3 3
(0'x', w"x" = Potential parameters for B n and A E levels
e e e e

3 adA3 eel
)'y', '.'"Y" = Potential parameters for B 1adA lvs

.'z', )"Z" = Potential parameters for B 3 i and A 3 levels
e e e e
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II

3 3
B,, B, = Rotational constants for B 3T and A 3 levels

Dv,, D,, = Rotational constants for B 37 and A 3Z levels

A v = Spin coupling parameters for B 3n state [cm - 1]
V-l

A = Einstein coefficient for transition v' - v" Is- 1VI - Vt

IR = Ratio of maximum intensity to the intensity corresponding
to highest rotational level

Output of Part I

Frequency and emission intensity corresponding to each v', Av, J', AJ and i.

Input to Part 2

( mn)min = The smallest frequency in wavenumber to be considered
for the spectrum

(wn)max  = The largest frequency in wavenumbers to be considered
for the spectrum

T = Temperature in [K]

Res = Resolution of the spectrum [cm - I

Sinc(x) = The slit function of the instrument

N = Population of vibrational level v' [#/cm 
3

V-l

&L n = The range over which line averaging is performed [cm - I
n (in general Res > 2 Awn).

Output of Part 2

The output is the plot of relative intensity vs. frequency in wave-

numbers. The absolute intensity plot can also be obtained if desired.
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TABLE V.1

INPUT DATA (cm

E' = 58443.6519

E". = 49027.93049

we = 1733.391
e

W" = 1460.638
e

wlx' = 14.1221
e e

'"x" = 13.8723
e e

w;Y = -0.05688

weYe = -0.01030
e e

'z' = 3.612 x 103
e e

W"z" = -1.965 x 10
- 3

e e

A' = 42.0
v

2 1
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TABLE V. 2

ROTATIONAL CONSTANTS (CM-1 )

v B,, By,, D, Dr, ,

0 1.63 1.4459 6.15 x 10 - 6  6.15 x 10 - 6

1 1.6105 1.4271 6.15 x 10 - 6  6.15 x 10 - 6

-6 -6
2 1.5922 1.4089 6.15 x 10 6.15 x 10

3 1.5737 1.3907 6.15 x 10 - 6  6.15 x 10 - 6

-6 -6
4 1.5551 1.3720 6.15 x 10 6.15 x 10

-6 -6
5 1.5368 1.3529 6.15 x 10 6.15 x 10

6 1.5179 1.3338 6.15 x 10 - 6  6.15 x 10 - 6

7 1.4990 1.3152 6.15 x 10
- 6  6.15 x 10

- 6

8 1.4794 1.2954 6.15 x 10
- 6  6.15 x 10-

6

-6 -6

9 1.4602 1.2756 6.15 x 10 6.15 x 10

10 1.4412 1.2500 6.15 x 10 - 6 6.15 x 10 - 6

10 1.4213 1.2300 6.15 x 10- 6  6.15 x 10
- 6

- 6 - 6

12 1.4015 1.2100 6.15 x 10 6.15 x 106

13 1.3800 1.1900 6.15 x 10- 6 6.15 x 10
- 6
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